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EXECUTIVE SUMMARY 

OLYMPUS’ Task T3.2 “Non-technical requirements for the Privacy enhancing 

digital identity Architecture”, is intended to analyse the impact over the eID 

system at EU level, how the solution can possibly be integrated with eIDAS, 

and impact from GDPR, including executing a Data Protection Impact 

Assessment (DPIA). This task also investigates how to ensure that OLYMPUS 

technologies meet the requirements from their future end users and is done 

in parallel and in close coordination with tasks 3.1 “Enhanced Digital Identity 

requirements”, and 3.3 “OLYMPUS architecture blueprint”. Additionally, the 

task considers aspects like define the legal liability regime applicable to eID 

providers and the definition of a draft of the minimum set of contractual 

provisions supporting the eID service. 

This task has three main goals: 1) look into the how the proposed eID will be 

impacted by EU law and in particular the GDPR [Obj. 3.4]; 2) execute a DPIA 

on the proposed solution [Obj. 3.4]; and 3) conduct the user studies related to 

developing the user experience [Obj. 3.3]. 

The outcome of goal 2 of Task 3.2 is documented in this deliverable D3.2, 

including the results of a desktop study to investigate how the proposed 

technological solutions will be impacted from EU law, mainly the GDPR; and 

a DPIA report over the global architecture model, based on the ISO standard 

for privacy impact assessments.  

The results of the user studies, including a set of design rules for oblivious 

identity user experiences, are documented in D3.4 “OLYMPUS User 

Experience Design Guidelines”. 

Hence, this deliverable includes the report produced as output of the Data 
Protection Impact Assessment, analysing the impact in terms of privacy 
consequence of the deployment of a technology in IdM services as 
OLYMPUS. Considering OLYMPUS is still a pilot project, the DPIA has been 
conducted from a theoretical point of view, foreseen the different possibilities 
of implementation, and offering a more practical analysis in relation with the 
two use-cases without dismissing key innovations introduced by OLYMPUS. 
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1.THE DATA PROTECTION IMPACT ASSESSMENT  

1.1. Introduction 

Under Regulation (EU) 2016/679, all data controllers and processors are obliged 
to apply data protection methodologies by design and by default (article 25 
GDPR). This necessarily implies the application of several complementary and 
successive methodologies: 

 

▪ Analysis of the risks involved in the processing. This aims to identify risks 
not only for data security but for the rights and freedoms of individuals as well. 

▪ Identification of the necessary measures for the processing to: 

• eliminate or mitigate risks. 

• be developed under the requirements of privacy by design in order 

to: 

▪ ensure data quality, 

▪ limit the volume and categories of data necessary for the 

purposes of the processing, 

▪ and adopt functional and appropriate safety measures for the 

processing. 

 

The Data Protection Impact Assessment is an obligation under Regulation (EU) 
2016/679. The aim of the rule is to improve compliance with the Regulation in 
cases “where processing operations are likely to result in a high risk to the rights 
and freedoms of natural person”, as Recital 84 of the GDPR states. In this 
context, there are mandatory requirements setting out when a data protection 
impact assessment should be developed. Article 35 provides for the deployment 
of such assessments in some cases  

 

where a type of processing in particular using new technologies, 
and taking into account the nature, scope, context and purposes of 
the processing, is likely to result in a high risk to the rights and 
freedoms of natural persons, the controller shall, prior to the 
processing, carry out an assessment of the impact of the envisaged 
processing operations on the protection of personal data. 

 

Nonetheless, even if OLYMPUS aim is to improve Digital Rights for European 
citizens, by mitigating risks and enabling GDPR compliance, it also implies the 
use of new technologies on large-scale, therefore it assumes a set of measures 
for supporting compliance with applicable legal requirements, including the DPIA, 
in order to validate the technology solution that is proposing.  
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This deliverable is intended to meet the objectives set out in article 35 of the 
GDPR: 

 

a) a systematic description of the envisaged processing operations and the 
purposes of the processing, including, where applicable, the legitimate interest 
pursued by the controller. 

b) an assessment of the necessity and proportionality of the processing 
operations in relation to the purposes. 

c) an assessment of the risks to the rights and freedoms of data subjects; 
and 

d) the measures envisaged to address the risks, including safeguards, 
security measures and mechanisms to ensure the protection of personal data 
and to demonstrate compliance with this Regulation considering the rights and 
legitimate interests of data subjects and other persons concerned. 

 

The DPIA intended purpose is to keep the specific stakeholders informed about 
the affected environment by identifying affected entities, as well as the resultant 
data processing, its risks, and proposed measures to mitigate or eliminate the 
same. Moreover, OLYMPUS involves the participation of educational and 
research institutions (Universidad de Murcia, Alexandra Instituttet A/S, IBM 
Research GMBH), as well as private sector entities (Multicert-Servicios de 
Certificacao Electronica SA, Logalty Servicios de tercero de confianza SL SME, 
and Scytáles AB). 

 

IdM system proposed by OLYMPUS is born in the context of widespread use of 
delegated IdM systems and SSO solutions. OLYMPUS purpose is to enhance 
principal drawbacks of these solutions, among which it could be highlighted the 
configuration of the IdP as single point of failure. Therefore, availability of the 
SSO service relies on thereof and it becomes easier to impersonate the user and 
learns his login password. Moreover, user’s behaviour is learnt by the IdP 
affecting his privacy. 

 

OYMPUS circumvents these drawbacks by distributing the task of the IdP among 
several IdPs (which conform the vIdP) through novel cryptographic approaches 
applied to IdM technologies. In this sense, protection of user’s password against 
attacks, is increased in a way that “if less than a critical number of IdPs remain 
honest the user cannot be impersonated”. Moreover, it involves proactive security 
by refreshing the secret key material of the IdPs, limiting user’s active role in 
security tasks, and specially avoiding the need to change the password each time 
one of the IdPs results compromised. 

 

Besides, OLYMPUS is based on the issuance of short-lived authentication 
tokens, and it minimizes the requirements of hardware or software, offering user-
friendly authentication, interoperable with existing IdM technologies. Indeed, a 
further aim of OLYMPUS is to find a way to prevent existing IdM mechanisms 
(OIDC, SAML…) from tracking user’s behaviour, guaranteeing privacy and 
obliviousness in a way the IdP will only have knowledge of the fact that an 
authentication process is taking place. 
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1.2. The Data Protection Impact Assessment methodology and 

phases 

Although there is not an official methodology for the DPIA development, we have 

followed guidelines established in ISO 29134:2017, as well as given by the 

Spanish Data Protection Agency,1 the GDPR (article 35.7) and the A29 WP 

Guidelines on Data Protection Impact Assessment.2 Furthermore, to conduct the 

risk assessment, we have also made use of the risk management tool PILAR.3 

The legal analysis for the DPIA has been conducted in four phases: 

I. Inventory and description of the data processing activities carried out 

by each partner in order to identify how information flows and to describe their 

scope, based on the materials produced in D3.1, D.3.3, D5.2 and D6.1. 

II. Identification of the general privacy safeguarding requirements from 

the perspective of the GDPR compliance for OLYMPUS ecosystem. 

III. Identification and evaluation of privacy risks arising from the personal 

data processing carried out by each of the partners, particularly, but not limited 

to: 

(a) unauthorized access to personal data by third parties. 

(b) wrongful modification/deletion of data. 

(b) excessive collection of data. 

(c) inadequate linkage of data from different processing activities. 

(d) collection of personal data without the consent of the user and 

problems related to its documentation. 

(e) lack of transparency from the user’s perspective, including problems 

related to previous information and the exercise of their rights. 

(f) excessive period of retention of personal data. 

  

 

1 Spanish Data Protection Agency: “Guía práctica para las evaluaciones de Impacto en la 
protección de los datos sujetas al RGPD” (2018). 

Available at : https://www.aepd.es/sites/default/files/2019-09/guia-evaluaciones-de-impacto-
rgpd.pdf 

2 A29 WP: “Guidelines on Data Protection Impact Assessment (DPIA) and determining whether 
processing is “likely to result in a high risk” for the purposes of Regulation 2016/679.”  Adopted 
on 4th April 2017. WP 248 rev.01. 

 Available at: file:///C:/Users/Cris_/Downloads/20171013_wp248_rev01_enpdf.pdf 

3 PILAR is a tool for information security management. More information available at National 
Cryptologic Centre website: https://www.ccn-cert.cni.es/pdf/guias/series-ccn-stic/400-guias-
generales/2133-ccn-stic-470-h1-manual-de-la-herramienta-de-analisis-de-riesgos-pilar-6-
2/file.html 

https://www.aepd.es/sites/default/files/2019-09/guia-evaluaciones-de-impacto-rgpd.pdf
https://www.aepd.es/sites/default/files/2019-09/guia-evaluaciones-de-impacto-rgpd.pdf
file:///C:/Users/Cris_/Downloads/20171013_wp248_rev01_enpdf.pdf
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Moreover, in order to determine the most appropriate measures to face all the 

privacy risks, according to what stated in Recital 76 of the GDPR, “the 

likelihood and severity of the risk to the rights and freedoms of the data subject 

should be determined by reference to the nature, scope, context and purposes 

of the processing. Therefore, risk should be evaluated on the basis of an 

objective assessment, by which it is established whether data processing 

operations involve a risk or a high risk”. 

IV. Proposal of privacy risk treatment options in order to elaborate privacy 

risk treatment plans bearing in mind GDPR principles, particularly: 

(a) use of anonymized or pseudonymized data when it is not incompatible 

with the purpose of the processing. 

(b) implementation of security safety measures as an additional guarantee. 

(c) ensuring the application of data protection by design and by default, in 

the design and use of all OLYMPUS tools. 

(d) ensuring that security measures and other legal requirements not only 

are implemented but can be verified as well.  

 

Considering that the risk is the result of the likelihood of a threat multiplied by the 

level of damage of destruction associated to the threat (Likelihood x Impact = 

Risk), we have applied a scale provided by the Spanish Data Protection Agency 

(2018) in order to determine the abovementioned values: 

 

 Likelihood   Level of impact 

Description Level  Description Level 

Very likely 4  Maximum 7 

Relevant 3  Significant 4 

Limited 2  Limited 1 

Unlikely 1  Negligible 0 

 

Regarding likelihood criteria, the category of unlikely refers to those threats which 

rarely would materialize or risks which might not exist considering OLYMPUS 

design or safeguards implemented. A limited likelihood refers to those threats 

which do not common materialize (less than once per year), or risks which would 

not normally exist considering OLYMPUS description. On the contrary, relevant 

category refers to threats which materialize at least twice per year or risks which 

are likely to exist in OLYMPUS. Finally, very likely category refers to those threats 

that materialize more than three times per year or to risks which will normally exist 

in OLYMPUS architecture. 

Regarding the impact criteria, the category of negligible is limited to those threats 

that do not involve rights or freedoms deprivation, do not cause relevant damages 

or just cause a minor distress for individuals. A limited impact will be reserved to 

those threats whose materialization involves rights and freedoms deprivation of 
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those concerned, imply extra costs from the denial of access to some services or 

breach of material obligations with economic losses, or just cause stress or minor 

physical ailments. 

On the contrary, the significant level implies more serious difficulties such as the 

rights and freedoms of the interested parties are assaulted, worsening of health 

status or physical aggression or undue appropriation of funds, loss of 

employment or breach of material obligations with relevant economic losses. 

Finally, maximum level refers to threats that materialize on significant attacks 

against the rights and freedoms of the interested parties, physical aggressions 

with irreparable consequences or an indefatigable debt, inability to return to work 

or breach of material obligations with irreparable economic damage. 

However, note that these values are thought to be applied in a context specific 

DPIA (i.e. we cannot assure in what measure rights and freedoms will be affected, 

if we do not know with certainty which data will be processed), thus considering 

the particularities of this DPIA, which includes an extensive risk analysis 

regarding OLYMPUS from an abstract point of view, we have equated those 

values in terms of privacy affectation to the ones provided by PILAR (i.e.an impact 

of 7 will mean that privacy right is completely affected). On the contrary, regarding 

use cases, values are obtained regarding the specificities of the data processed. 

 
Impact/Level of affectation 

SDPA PILAR 

7 100% 

4 57,14% 

1 14,28% 

0 0% 

 

Depending on the result of considering both values, we can differentiate levels of 

risks relating to severity and necessity of prior action in order to mitigate or 

eliminate them:4  

 
Catastrophic 28 

Disaster 25 

Extremely critical 22 

Very critical 19 

Critical 16 

Very high 13 

High 10 

Medium 7 

Low 4 

Negligible 0 

 

 
4 This scale is provided by PILAR (2019) and their values have been adapted to the scales 
provided by the Spanish Data Protection Agency for likelihood and impact. 
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In the pursue of Recital 76 of the GDPR risk should be evaluated on the basis of 

an objective assessment, by which it is established whether data processing 

operations involve a risk or a high risk. Consequently, we should consider as 

acceptable those risks which that do not imply an irreversible affectation of 

individual’s right to privacy, identifying with medium or low levels. Note that the 

risk assessment can be conducted from a qualitative or quantitative perspective. 

Nevertheless, for reasons of simplification, as well as due to the lack of enough 

statistical sources regarding all privacy risk, we have conducted the risk 

assessment from the qualitative perspective. 

 

2.PRIOR ISSUES 

Before proceeding in the DPIA, it would be recommendable to analyse at least 

two prior issues. The first issue is to determine whether data processed can 

actually be considered as personal data, and therefore if the GDPR is applicable. 

The second issue refers to the specific processing object of the DPIA, roles 

delimitation and therefore allocation of responsibilities. 

2.1. The qualification of the data processed 
 

2.1.1. General ideas: what is anonymous data? 
 

According to what stated in article 4(1) of the GDPR “personal data” means any 

information relating to an identified or identifiable natural person (‘data subject’). 

An identifiable natural person is one who can be identified, directly or indirectly, 

in particular by reference to an identifier such as a name, an identification 

number, location data, an online identifier or to one or more factors specific to the 

physical, physiological, genetic, mental, economic, cultural or social identity of 

that natural person. Hence, personal data is the information that directly or 

indirectly relates to an identified or identifiable natural person, on the 

understanding that “relating to” a data subject refers “to be about an individual”. 

Conversely, when data does not relate to an identified or identifiable natural 

person, data must be considered anonymous, which according to what’s stated 

in Recital 26 of the GDPR does not fall under the scope of principles of data 

protection. 

However, the task of determining whether data is anonymous presents serious 

difficulties regarding different approaches given by the GDPR and the A29 WP. 

Pursuing Recital 26 of the GDPR (risk approach) “data is anonymous if it is 

reasonably likely that it cannot be linked to an identified or identifiable natural 

person”. For the purpose of determining whether a natural person is identifiable, 

account should be taken of all means likely to be used (by the controller or 

another person), to identify the natural person directly or indirectly. To ascertain 

what means are reasonably likely to be used, objective factors must be 

considered, such as the costs, time and available technology.  
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On the contrary, according to the A29 WP Opinion on Anonymisation 

Techniques5 there cannot be remaining risk of identification, so “anonymisation 

results from the processing personal data in order to irreversibly prevent 

identification”. Consequently, for the A29 WP anonymisation means that 

identification is no longer possible, therefore the outcome of anonymisation as a 

technique applied to personal data should be in the current state of technology 

as permanent as erasure. Moreover, the A29 WP provides three criteria to 

determine whether a data is anonymous:  

1. Singling out: refers to the possibility to isolate some or all records which 

identify an individual in the dataset. 

2. Linkability: denotes the risk generated where at least two data sets contain 

information about the same data subject.  

3. Inference: refers to the possibility to deduce, with significant probability, 

the value of an attribute from the values of other set of attributes. 

 

Regarding national authorities’ opinions, the approach differs. Indeed, for the Irish 

Supervisory Authority6 or the Spanish Data Protection Agency7 is not necessary 

to prove that it is impossible for the data subject to be identified, while for the 

CNIL8 and Finnish Social Science Data Archive,9 anonymisation must be almost 

irreversible. 

Besides, although Recital 26 of the GDPR does not reveal a time scale for 

considering whether data are anonymous, the A29 WP adds some 

considerations. For the A29 WP account must be taken of the state of the art in 

technology at the time of the processing, but also the possibilities for development 

during the period which data will be processed (or is expected to be processed). 

This requires the system to be able to adapt to developments and to incorporate 

the appropriate and organisational measures in due course.  

Equally, considering whether data is anonymous requires analysing before which 

parties reidentification is no longer possible. Two approaches have been given:10  

 
5 A29 WP: “Opinion 05/2014 on Anonymisation Techniques.” Adopted on 10th April 2014. WP 
216. 0829/14/EN. 
Available at: https://cnpd.public.lu/dam-assets/fr/publications/groupe-art29/wp216_en.pdf 

6 Irish Supervisory Authority opinion on anonymisation: 
https://www.dataprotection.ie/en/guidance-landing/anonymisation-and-pseudonymisation 

7Spanish Data Protection Agency Opinion on anonymisation: 
https://www.aepd.es/sites/default/files/2019-09/guia-orientaciones-procedimientos-
anonimizacion.pdf 

8 CNIL opinion on anonymisation: https://www.cnil.fr/fr/lanonymisation-des-donnees-un-
traitement-cle-pour-lopen-data 

9 Finnish Social Science Data Archive opinion on anonymisation: 
https://www.fsd.tuni.fi/aineistonhallinta/en/anonymisation-and-identifiers.html 

10 For more information about relative and absolute approaches, consult Spindler. G and 
Schmechel, P: “Personal Data and Encryption in European General Data Protection Regulation” 
(2016) 7 JIPITEC 163 

https://cnpd.public.lu/dam-assets/fr/publications/groupe-art29/wp216_en.pdf
https://www.dataprotection.ie/en/guidance-landing/anonymisation-and-pseudonymisation
https://www.aepd.es/sites/default/files/2019-09/guia-orientaciones-procedimientos-anonimizacion.pdf
https://www.aepd.es/sites/default/files/2019-09/guia-orientaciones-procedimientos-anonimizacion.pdf
https://www.cnil.fr/fr/lanonymisation-des-donnees-un-traitement-cle-pour-lopen-data
https://www.cnil.fr/fr/lanonymisation-des-donnees-un-traitement-cle-pour-lopen-data
https://www.fsd.tuni.fi/aineistonhallinta/en/anonymisation-and-identifiers.html
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1. Relative approach: data must be anonymous from the perspective of the 

controller. 

2.Absolute approach: data must also be anonymous from the perspective 

of third parties. 

This second approach arises the issue whether anonymisation is therefore 

possible, as from a technical point of view and also due to linkability, there will 

always be possibilities to re-identify data subjects.  According to the Spanish Data 

Protection Agency, anonymisation process must also guarantee that 

reidentification is impossible for the data controller. Regarding third parties, 

opinions differ, as according to Advocate General Campos Sánchez-Bordona 

stated in Breyer11 that: “it would never be possible to rule out with absolute 

certainty that there is no third party in possession of additional data which may 

be combined with other information, and therefore capable of revealing a person’s 

identity.” Moreover, a recent study conducted by Lovaina University in Belgium 

and London Imperial College12 shows the ease of re-identificate individuals 

through an algorithm specifically designed for that purpose.  

Hence, there is a grey area about what is defined as anonymous data, however 

despite definitions givens, we must conclude in terms of practice that a risk 

approach is adopted. As example, the CNIL13 in its opinion L’anonymisation des 

données, un traitement clé pour l’open data, recalls its conception of 

anonymisation as the impossibility of re-identification, but it also introduces 

anonymisation as an obligation in the Code des relations entre le public et 

l’administration.  

Thus, determining whether a data is anonymous involves multiple factors, and it 

must also be considered what means are reasonably likely to be used depending 

on the potential intruder, as well as what value can represent the data for him. In 

this sense, the British Data Protection Authority (ICO) proposes the “motivated 

intruder test”. The motivated intruder is taken to be a person who stars without 

prior knowledge but who wishes to identify the individual from whose personal 

data the anonymised data have been derived. The approach assumes that the 

motivated intruder is reasonably competent, has access to resources such as the 

internet, libraries and all public documents and would employ investigative 

techniques such as making enquires to people who may have knowledge of the 

identity data. Besides, it must also be considered the possible attractive of the 

 
11 Judgment of the European Court of Justice (Second Chamber) of 19 October 2016. Patrick 
Breyer v Bundesrepublik Deutschland. Request for a preliminary ruling from the 
Bundesgerichtshof. ECLI:EU:C: 2016:779 

12Luc Rocher, l. Hendrick, J.M.  & Montjoye, I.A.: “Estimating the success of re-identifications in 
incomplete datasets using generative models”. Nature Communications,10, December 2019 
Study available at: 
https://www.researchgate.net/publication/334634583_Estimating_the_success_of_re-
identifications_in_incomplete_datasets_using_generative_models 

13 CNIL : “L’anonymisation des données comme traitement clé pour l’open data”. V.17th October 
2019. Available at:  https://www.cnil.fr/fr/lanonymisation-des-donnees-un-traitement-cle-pour-
lopen-data 

https://www.researchgate.net/publication/334634583_Estimating_the_success_of_re-identifications_in_incomplete_datasets_using_generative_models
https://www.researchgate.net/publication/334634583_Estimating_the_success_of_re-identifications_in_incomplete_datasets_using_generative_models
https://www.cnil.fr/fr/lanonymisation-des-donnees-un-traitement-cle-pour-lopen-data
https://www.cnil.fr/fr/lanonymisation-des-donnees-un-traitement-cle-pour-lopen-data


18 

 
 

 
This project has received funding from the European 

Union’s Horizon 2020 research and innovation 

program under grant agreement No 786725 

 

data for potential intruders, such as the existence of nefarious or personal 

reasons, financial gain, political or activist purposes… 

Finally, the Spanish Data Protection Authority in its report “Introduction to the 

hash function as a personal data pseudonymisation technique” offers a set of 

criteria focused on the technical architecture supporting a data processing. This 

might be relevant in order to consider if data processed are anonymous. In this 

sense, criteria given refer to the level of protection of the password (e.g. in which 

measure it might be compromised or strengthen in its generation, vulnerability of 

the system against attacks or the volume of encrypted information among others). 

In conclusion, it consists on an evaluation of information security provided by the 

system itself. 

2.1.2. OLYMPUS approach 
 

Regarding the ideas analysed, a general overview about OLYMPUS ecosystem 

is required. A first consideration we have to take into account is before whom 

data remain unknow in the data processing. OLYMPUS cryptographic design 

might resist against different parties, thus: 

- Third unauthorized parties: in principle, OLYMPUS architecture pretends 

to offer resistance against unauthorized parties. However, note that 

information leaks, unlike identity theft does not require all the partial IdPs 

to be compromised. Furthermore, at the moment, a copy of whole user’s 

information is stored in each partial IdP. In this sense, it is highly 

recommendable to require all IdPs collaboration for information’s 

decryption. 

 
- Service providers: linkability risk can be reduced using different 

pseudonyms before each service provider. In addition, depending on the 

technique finally deployed, individuals’ data can even be hidden before the 

service provider (e.g. by using predicates). 

 

- Partially, identity providers: the oblivious authentication process that takes 

place in OLYMPUS offline modality (through p-ABC), prevents the IdP 

from having knowledge of the destination of individuals’ data. However, 

note that individuals’ data are not encrypted before the IdPs, hence they 

will still have knowledge thereof. 

 

Regarding this last consideration, in the event users had the possibility to create 

“different identities” for each service provider, under different pseudonyms, it 

could be possible that the Service Provider would not be able to identify the data 

subject. Nevertheless, these “created identities” might have limited possibilities 

in function of the service provider before whom authentication is requested. 

Indeed, in some cases user’s real identity would be necessary. One solution 

would be to derive different identities from this real or valid identity, which will 

increase privacy before services providers, but not before OLYMPUS as it shall 

be in possession of the original identity from which the others were obtained. 
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Moreover, in principle OLYMPUS design has foreseen end-to-end encryption 

which are considered as pseudonymised data, thus pursuing Recital 26 of the 

GDPR shall be considered as personal data as it merely reduces linkability. In 

addition, regarding OLYMPUS use-cases we can also make some reflections.  

In CFS data are collected in “at least” two BBDD, therefore even if CFP applies 

anonymisation techniques, there will be a risk of linkability between anonymised 

BBDD. Moreover, this information will also be available in other institutions 

BBDD, such as Tax Authority, Social Security… increasing possibilities of 

linkability. Equally, it might be possible that the Financial Entity would be already 

in possession of some information (e.g. if the individual has an account in the 

bank), facilitating linkability of the data.  

Regarding mDL scenario, focused on age-proof it would be difficult to assert 

anonymisation of these data, as it will be contained in innumerable BBDD (e.g. 

commercial sites, social networks, official institutions…). In the measure different 

data become object of the processing a new analysis should be conducted. 

In conclusion, data processed by OLYMPUS should be considered as personal 

data. Also, even in the event the techniques abovementioned were applied (i.e. 

all partial IdPs collaboration for user’s information decryption), there would still 

exists problems considering IdP still have knowledge of user’s data. In this sense, 

Data Protection Authorities such as the Spanish one, requires data to be 

anonymous before the data controller, which does not happen in OLYMPUS in 

the current state of the project.  

2.2. The qualification of the parties involved in the processing  
 

OLYMPUS distributed architecture arises legal issues, especially in terms of 

roles’ distribution and responsibility. Thus, it must be discussed whether 

contained in the GDPR is applicable to this scenario, and therefore if the IdPs 

can be qualified as data controllers, processors, or neither of them. 

First issue to consider regarding OLYMPUS qualification according to what stated 

in the GDPR, is that for the moment, OLYMPUS refers to a set of tools designed 

to provide IdM services, but which have not been applied yet. Consequently, two 

possibilities must be analysed in first term:  

a) The implementation of OLYMPUS technology as a tool. This first scenario 

is clear, in the sense there are not two different legal entities, and therefore 

OLYMPUS will act as an in-house service of the entity that implements it 

(e.g. it happens in Spain with CLAVE in the public sector, or in the private 

sector in the case of those companies which do not outsource IdM 

services). Only possibility we can consider is the scenario where developer 

of the software acts than more than a simple external provider, 

participating in the data processing. Indeed, the French Data Protection 

Authority (CNIL), has stressed in relation to smart contracts that the 

developer of the software can be a simple external provider, but if they 
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actively participate in the data processing they can also be found as data 

controller or processor. 

 

 

 

 

 

 

 

 

 
Figure 1. OLYMPUS implementation as a tool 

 

b) The configuration of OLYMPUS as a legal entity that provides IdM 

services. The second scenario is more complex in the measure we already 

find at least two different legal entities (OLYMPUS and the legal person on 

behalf of whom IdM services are provided). This will lead to a discussion 

in order to determine if the tasks developed by OLYMPUS trigger the 

qualification as data controller, or if on the contrary, OLYMPUS activity 

remains on the framework of tasks commonly carried out by a data 

processor.  
 

 
 

 

 

 

 

 
 

Figure 2. OLYMPUS implementation as an external IdM service 

 

Regarding this analysis, we must conclude that the two use cases (i.e. Credit File 

Scenario and mDL), has foreseen OLYMPUS implementation as a tool, hence 

there’s no separated legal entity. In this sense, OLYMPUS acts as an in-house 

service of the Credit File Platform or as a tool deployed by the Issuing Authority.  

 

Besides, it must be considered that as OLYMPUS is an emerging technology, 

there is no existing legal analysis on the role of partial IdPs which compose a 

single vIdP. Nevertheless, for reasons of similarity (as both cases are based on 
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a distributed architecture), we can consider some of the reflections that have 

been made in relation to GDPR blockchain compliance. 

 

In DLTs14 as blockchain there is no central point of control of the network, and 

therefore it is not clear who is responsible for exercising the role of data controller. 

In relation to this, there are two main theories. 

 

First theory is to consider all nodes as joint controllers. Pursuing article 4.7 of the 

GDPR, controller means “the natural or legal person, public authority, agency or 

other body which, alone or jointly with others, determines the purposes and 

means of the processing of personal data.” 

 

Regarding this definition, following established in the A29 Data Protection 

Working Paper (Opinion 1/2010 on the concepts of “controller” and 

“processor”):15 

▪ Determines refers to an attribution of competences that can materialize in 

different forms: from an explicit legal competence (e.g. when a public entity 

is entrusted with a certain public task which necessarily involves data 

processing activities); from an implicit competence (i.e. from common legal 

provisions or general practice in the area, e.g. the employer in relation to 

the data of his employees); from factual influence (when responsibility is 

attributed on the basis of factual circumstances). The last case is more 

complex and relies on contractual relationships. Nonetheless, note that 

although terms established in a contract can be relevant in order to 

allocate responsibilities as data controller, it is not crucial thus qualification 

is based on a factual analysis. 

 

▪ Purposes and means of the processing. It is necessary to differentiate both 

terms. While determining the purposes would in any case trigger the 

qualification as controller, the determination of the means can be 

discussed. In this sense, in order to clarify who is determining the 

purposes, questions of kind, “why is the processing taking place?” or, “who 

initiated it?” can be helpful.  Equally it is recommendable to analyse the 

final purposes of the processing, i.e. who is beneficiated before the 

consumer/user from the data processing.  

 

On the other hand, means is a more complex term. Indeed, means does 

not only refer to technical ways, but also “how” of the processing. 

 
14 DLT or distributed ledger refers to a database that is consensually shared and synchronized 
across multiple sites, institutions or geographies. In these technologies there is no central 
administrator or centralized data storage. Furthermore, they might add transparency allowing 
participants access, as well as hampering cyberattacks in the measure it allows transactions to 
have a public “witness”.  

15 Ç WP. Opinion 1/2010 on the concepts of “controller” and “processor”. Adopted 16th February 
2010.WP169,00264/10/EN Available at: https://ec.europa.eu/justice/article-
29/documentation/opinion-recommendation/files/2010/wp169_en.pdf 

https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2010/wp169_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2010/wp169_en.pdf
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Consequently, here the task is to determine what are “essential means” 

(which will normally trigger the qualification as data controller), and what 

other means can be determined by the data processor.  The common 

practice shows that there are certain elements, e.g. “which data shall be 

processed?”, “for how long they shall be processed?”, “when data shall be 

deleted?”, “who shall have access to them?”, that are inherently reserved 

to the controller. On the contrary, other decisions, e.g. which hardware or 

software shall be used, can be delegated to the processor. 

 

Besides, there are some circumstances that might also result in the 

qualification as data controller, e.g. the decision to add an additional 

purpose to one for which the personal data were initially transferred or 

those case where additional data is necessary for the operation of the 

service (such service will normally be considered as controller in respect 

of the processing of additional data).  

 

Equally, some factual elements may influence the Data Protection 

Authority conclusion, such as the level of prior instructions given, the 

scope of discretion of the party, if there is monitorization in the execution 

of the service, the expertise of the parties or the determination of the terms 

of the service. In addition, national legal systems must also be considered, 

because in some cases precisions can be established by the national law 

(e.g. in some legal systems decisions taken on security measures are 

explicitly considered as an essential characteristic to be defined by the 

controller).  

 

Finally, there are recent cases law as in rulings such as Case Google 

Spain (STS 574/2016 of March 2016) or Case C-210/16 ECJ 

Wirtschaftsakademie which give an extensive interpretation to the concept 

of data controller in order to guarantee citizens fundamental right to 

privacy. Furthermore, these rulings consider as a key factor the visibility or 

image given by the legal entities involved in a data processing, and 

consequently, expectations of users to exercise their rights. 

 

Regarding DLT structures there’s a set of arguments supporting the position 

all nodes taking part in a DLT structure shall be considered as joint controllers: 

 

a) Role developed by the nodes. Nodes integrating the blockchain 

architecture will hold a fully copy of the database and will validate the 

newly generated blocks in accordance with the consensus protocol. 

Moreover, the nodes would be exercising proper competences of a 

data controller by making decisions such as:  which third parties have 

access to the data, or when and how data can be manipulated. In this 

sense, in blockchain when there is an application layer, the legal entity 

determining the purposes of personal data processing at the 

application layer qualifies as data controller.  
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b) Nodes facilitate the processing. The nodes set up the architectural 

design rules that will govern the safe and secure of the processing, 

thus the nodes facilitate the data processing taking place within a 

determined scope. By taking part in the architecture, nodes enable 

blockchain to process new personal data, therefore making the data 

processing possible.  

 

c) Decision of taking part in DLT infrastructure. The nodes opt to 

participate in the processing determined by the DLT infrastructure. In 

addition, according to the position of Advocate General Bot, “anyone 

that chooses a particular technical infrastructure such as DLT can be 

joint controller of that system”. Moreover, the mere use of a blockchain 

infrastructure, made available by other may be considered as an 

implicit determination of the means of the processing. Consequently, 

in a scenario where the individual companies that have joined a 

consortium and using its infrastructure for their own purposes, thus 

enabling DLT to process new personal data, could also be qualified as 

joint controllers.  

 

d) Nodes influence the processing. After recent ruling in 

Wirtschaftsakademie which estimated that the mere agreement of a 

natural person and a legal entity to the processing of personal data is 

enough to influence means and purposes of data processing, this must 

be analysed as a key factor. Besides, Jehovan Witnesses case found 

to be joint controller the natural or legal person who exerts influence 

over the processing of personal data for his own purposes. Therefore, 

in the pursuing of recent case law, influence over any purpose of the 

processing will be enough for an entity to qualify as a data controller. 

 

Moreover, regarding responsibility issues, it must also be clarified whether nodes 

can be qualified as joint controllers. According to what established in article 26 of 

the GDPR, for being qualified as joint controllers “they must jointly determine the 

purposes and means of the processing.” Conversely, although it could seem 

artificial, they should be considered as sole controllers and therefore user’s rights 

could be claimed before any of them. The main argument supporting this position 

is that nodes are free to determine whether to join the chain and in what function 

(i.e. as a full or lightweight node). According to the A29 Opinion 1/2010, joint 

control will arise when different parties determine conjointly specific processing 

operations, either the purpose or those essential elements of the means which 

characterize a controller. This can materialize in different situations: 

 

▪ Sharing all purposes and means of a processing. 

▪ Sharing only purposes or means, or a part thereof. 

▪ Setting up a common structure, even if they do not share their 

individual purposes. 
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Note that it is possible to be sole controller for certain activities and joint controller 

for others. If we apply these criteria to OLYMPUS architecture, in the measure 

the IdPs are setting up a common structure (i.e. the vIdP) for individuals’ IdM, 

joint control should be appreciated. Furthermore, although data transfer does not 

take place between the partial IdPs (besides in principle, during registration 

process), they work conjointly in order to enable user’s authentication, and what 

is more, user’s right exercise also depends on all partial IdPs collaboration as 

access to account management interfaces relies on the previous user 

authentication (which will require all partial IdPs in order to validate user’s 

password). Finally, attributes storage in the partial IdPs BBDD is envisaged (total 

or partial). 

 

On the other hand, a second theory would be considering all nodes as data 

processors. Pursuing article 4.8 of the GDPR, processor means “a natural or legal 

person, public authority, agency or other body which processes personal data on 

behalf of the controller”. Regarding this definition, being a processor requires 

“acting on behalf of the controller”, it means, serving someone else’s interest, 

recalling the legal concept of “delegation”.  

Therefore, according to data protection regulation, a processor is called to 

implement instructions that are given by the controller, regarding the purpose 

determined by thereof and the essential elements of the means. Consequently, 

in principle a processor can’t go beyond the mandate or delegation made by the 

controller, otherwise it would acquire the qualification as controller. 

Supporting the qualification of nodes taking part in DLT structures as data 

processor, there exist arguments such as: nodes are passive agents subjects to 

the direction of a software designed by developers. In this sense, if for example 

nodes are unable to make any change, or ultimately, to respond to the tasks that 

the GDPR requires, and they only see the encrypted or hashed version of the 

data, they can’t be considered as data controllers. 

 

To conclude, we can also imagine a final possibility where the vIdPs are not joint 

controllers, neither data processors. However, this scenario is difficult to imagine, 

regarding recent case law (i.e. Case Google Spain or Case C-210/16 ECJ 

Wirtschaftsakademie) guaranteeing user’s rights, and also reflections made 

regarding DLT infrastructures, that already consider the mere decision of being 

part thereof, is enough to be qualified as joint controller. 

If we apply these reflections to OLYMPUS architecture from an abstract point of 

view it is difficult to conclude its qualification, as this relies on a context 

deployment. Equally, all these reflections we have made regarding the 

qualification of the partial IdPs make sense in the measure they were owned by 

different legal entities (on the contrary the vIdP will receive a single qualification 

as a whole).  

Besides, regarding use cases where OLYMPUS is implemented as a tool, we can 

conclude that the CFP and the IA act as data controllers, hence by using 
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OLYMPUS or other means of their choice they will be responsible to assure 

GDPR compliance (e.g. user’s consent can be obtained by using OLYMPUS or 

by any other means of their choice). Nevertheless, it must be noted that 

OLYMPUS will require user’s registration in its “service”, thus OLYMPUS will 

have to obtain in any case at least the consent to create the account.16 

 

Finally, to point out a different case, we can imagine the situation where 

OLYMPUS is a technological architecture, which is rented or leased by the 

company who has its ownership (e.g. the developer). In this scenario we could 

appreciate a different qualification for OLYMPUS even if it acts as an in-house 

service, because in the end there are two legal entities, the one who rents the 

service and the one who hires it. Nonetheless, besides considerations we have 

made above, possibilities of real implementation are countless, hence a case-

based analysis should be made in order to determine the qualification of the 

parties involved in a data processing activity. 

 

 

3.SCOPE OF THE DATA PROTECTION IMPACT ASSESSMENT 
 

In the pursue of article 35.7 of the GDPR, the DPIA must include at least, a 

systematic and detailed description of the processing, analysing its necessity and 

proportionality. Likewise, it is indispensable to make a clear description of the 

elements which intervene in each phase of the data lifecycle, since it is essential 

for the adequate assessment of the privacy risks. The aim of this section is to 

comply with that requirement by explaining both, general aspects of OLYMPUS 

functioning, which imply the processing of personal data, and those particular 

characteristics presented by the use cases. 

Therefore, general information about OLYMPUS from the perspective of personal 

data legal requirements is provided below, particularly according to the functional 

description of data processing and its lifecycle: 

• Identify and describe the origin of personal data, their utility for the 

project or society as whole, how does OLYMPUS get them and who 

supplies the information. We should also determine the legal ground 

for each data processing (articles 6 and 9 GDPR) and proportionality 

requirements, according to article 35.7 of the GDPR. 

• How identity management is done (on site or externally), if there is 

storage of personal data, where they are being stored, if back-up 

copies are made, recovery systems etc. 

• Who (or what tool) can access the data, for what purpose and what 

kind of actions are allowed for each subject (only access, modification, 

deletion, printout, download...) or if there exist recipients of the data 

(and how will they process that data).  

 
16 For that purpose, we have included in Annex 2 OLYMPUS consent form for account’s creation. 
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• How will the privacy processes be implemented (notice, consent, 

opposition, access, correction, deletion…) and how will principals be 

notified, and their consent sought and stored, for the purpose of proving 

GDPR compliance. 

3.1. General scope of personal data processing in OLYMPUS 

ecosystem  

 

3.1.1. OLYMPUS architecture description 
 

Regarding the particularities of this DPIA, characterized by the introduction of a 

new technology, we consider necessary to include a more technical section 

referring to OLYMPUS architecture components in order to offer a 

comprehensive vision of its implications in terms of privacy.  

 
Although this will be analysed in the following section, OLYMPUS architecture 
divides the operation into two differentiated processes: (1) User’s authentication, 
and (2) Issuance of access token or credential depending on the scenario by the 
use of cryptographic solutions to distribute these tasks among a set of servers. 
For that purposes, the architecture results in the following design. 
 

 
Figure 3. OLYMPUS technical architecture 

It must be noted that, although OLYMPUS architecture’s modular design enables 

the support for any authentication method with minor changes, the development 

of the project is focused on authentication by username and password. This is 

consistent with OLYMPUS goal in reducing trust requirements on user devices 

and avoiding the necessity of storage on user’s side. In addition, usability is 

improved because users do not need to configure certificates for authenticating 
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in any device, and what is more, usual security concerns about passwords 

disappear, as there’s only needed to manage one password, and it will appear 

distributed thanks to the cryptographic techniques used. 

Regarding architecture design, it describes three main roles:  

 

-vIdP: is the core concept of the architecture as OLYMPUS considers 

several IdPs, which do not have to be fully reliable.  Each of the IdP has 

three specific modules, one for the authentication and two for the issuance.  

 

-Client: refers to the user involved in the authentication process, sending 

the username and password to the vIdP. Client logic deals with the 

interaction with the service the user wants to access and with OLYMPUS. 

In addition, it supports different components to deal with the distributed 

authentication and the two privacy-preserving approaches explained 

below, i.e. distributed token generation and distributed P-ABC. In order to 

provide authentication, first, the authentication module is responsible for 

performing the distributed user’s authentication and selecting the access 

method to be used i.e. tokens or P-ABC. Then, these functionalities are 

carried out by two different modules:  

 

▪ Token handling. In the case of tokens, there is a sub-

component in charge of transmitting the access policy of the 

service to the vIdP and then combining the token shares 

received in a valid access token. In the case of distributed p-

ABC, there is a sub-component that allows obtaining 

credential shares from the OLYMPUS vIdP and entrusts the 

composition of the credential and its storage to the credential 

management module. When the client wants to use the 

credential, the access policy is communicated to the 

credential management module, generating an access 

token. 

 

▪ Credential management module is employed in the p-ABC 

setting, for the offline case, and it is in charge of composing 

the complete p-ABC credential with the credential shares 

obtained from the OLYMPUS vIdP. In addition, the credential 

is securely stored in an internal wallet for a short amount of 

time and only in offline cases. The module is able to generate 

access tokens of the stored credential for a given access 

policy.  

 

-RP: protects access to a range of resources or services. Its main purpose 

is to generate the access policies that the user will need to satisfy to 

access to the service. The user will need to agree the policy and give 

consent for revealing the attributes. Consent handling and access policy 

generation are out of scope of the OLYMPUS framework, and different 
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consent and policy mechanisms can be onboarded. The framework is 

presented with a policy and will generate a satisfying proof, while the 

consent will be handled by an external client application. The RP plays the 

role of Verifier, so it needs to validate the signed access tokens presented 

by the user. Thus, two main components are involved: 

  

▪ Verifier: it is responsible for verifying the validity of submitted 

access tokens (including checking the signatures) and 

whether these tokens are fitting for a given access policy. 

The Verifier can implement any of the approaches 

introduced above, i.e. verification of the distributed tokens 

integrated as OAuth or SAML assertions, or verification of 

distributed p-ABC crypto tokens derived from the user 

credentials. 

 

▪ Policy DB: it contains a set of policies defined for a particular 

service or services, i.e. specific user attributes, their format 

as well as the predicates related to the attributes. 

Nevertheless, in real life the SP might only have a single 

policy, hence its utility might be discussed. 

 

In any case, OLYMPUS distributed architecture purpose is to provide distributed 

authentication. The distributed authentication module will be in charge of 

checking the provided username and password based on secret distribution 

protocols and once the validity has been checked, the user is authenticated in 

the OLYMPUS vIdP. Furthermore, OLYMPUS architecture supports two different 

approaches to deal with issuing access tokens: 

 

• Distributed token approach: the user client sends the specific access 

policy to the IdPs, which perform a distributed threshold-based signature 

described by PESTO.17 Then, the client receives the set of signed token 

fragments from the IdPs that he recomposes into the one-time access 

token. Once this is done, the client automatically presents this 

standardized signed access token to the RP (the service provider). 

  

• Distributed p-ABC credential approach: the client receives from the IdPs a 

set of credential fragments that he recomposes into a fully p-ABC 

 
17 PESTO refers to a distributed ORPF protocol that produces a distributed signature. In particular, 
PESTO offers a ser of improvements: a) It uses a different security proof, giving stronger 
guarantees; b) It uses fewer cryptographic keys, hence less material must be stored securely 
(e.g. in HSM); c) It includes proactive security, so if a partial IdP gets compromised at some point 
in time, it is possible to "restore" trust once control of that partial IdP is reobtained. d) It has to run 
in 2 "rounds", making possible for the vIdP to detect "bad" login attempts, and even to "lock" an 
account after N bad logins. You can find more information about PESTO in the following paper 
(“PESTO: Proactively Secure Distributed Single Sign-On, or How to Trust a Hacked Server”): 
https://eprint.iacr.org/2019/1470.pdf 
 

https://eprint.iacr.org/2019/1470.pdf
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credential. After that, the credential is stored locally in a secure way (e.g. 

mobile wallet), and the user can generate itself privacy-preserving crypto-

tokens to be presented to the RP. In this case, the same credential can be 

employed several times to derive unlinkable tokens, and therefore, users 

do not need to be online to interact with the IdP to get the token (as in the 

first approach).  

 

3.1.2. Processes and data flows 
 

Data flows are more in detail in deliverables D5.2 and D3.1, including OLYMPUS 

deployment in the two use cases. Nevertheless, for the purpose of offering a brief 

summary of the processing operations within OLYMPUS in the light of GDPR 

compliance, there are three differentiated phases: registration, authentication and 

account management. In relation to thereof, the following data flows can be 

identified:  

I. Registration 

Enrolment: during this phase credentials (username and password-

derived) are stored in the vIdP by creating a “blank account”. Note that 

user’s password information will be disaggregated through N partial IdPs, 

increasing security, and therefore, user’s privacy. In this step no additional 

information is attached to user’s account. Nonetheless, in the pursue of 

article 4.1 of the GDPR, personal data means any information relating to 

an identifiable person, hence in the event credentials make user 

identifiable, or additional information (e.g. metadata, user’s IP…)  might be 

known, credentials collected shall be considered as personal data. During 

this first phase, as well as during the subsequent phases, connections will 

be secured through SSL/TLS. 

ID Proofing:  during this phase some attributes might be attached to user’s 

account (immediately after enrolment phase or in a later point). For that 

purpose, user will be requested to provide his personal data, or if 

necessary, his consent to consult external resources. This consent might 

not be required when information is available in public records (i.e. IdP 

may attach public attributes to user’s account).  

Before this information is encrypted and stored, an ID proofing process is 

carried out outside the vIdP through a valid IdP in order to confirm its 

veracity and accuracy.  

Once these data are confirmed, they are encrypted and stored in each 

partial IdP BBDD in order to facilitate user’s authentication when 

necessary.  

II. Authentication 

vID authentication: the specific information to be shared is requested by 

the user (or by the SP instead). Offline modalities by using p-ABC will allow 
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to do it without disclosing the destination thereof. Information concerning 

destination of personal data is therefore inaccessible for the vIdP.  

Each IdP within the vIdP validate whether the required attributes can be 

satisfied by information stored in their BBDD linked to user’s account (or 

by accessing external resources), and they generate and send to the user 

a partial signature, who combining all partial signatures will obtain a full 

authentication token (or credential, depending on the scenario) which is 

presented to the SP. The tokens issued are short-lived, thus after the 

credentials expire, the SP will no longer recognize them or allow any kind 

of access. 

III. Account Management  

Deletion: user shall be able to delete his account, and therefore all 

information stored in the vIdP BBDD. For that purpose, user must 

introduce his credentials (username and password), and by selecting 

delete command, user’s account, as well as attributes attached, will be 

permanently deleted from the IdP BBDD (including copies stored in each 

N IdPs). 

In the event a user wants to reopen his account, a new process of 

registration must be performed. 

Modification/Update: in order to update his attributes, user must 

authenticate before the IdP, and then he may perform a new ID Proofing. 

Data transfer: the possibility of transferring user’s information attached to 

his account OLYMPUS account to another IdP is not envisaged, unless it 

is foreseen in the context of the exercise of user’s right to data portability. 

On the contrary, data transfer may occur between different IdPs, 

composing a single vIdP during registration process. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4. OLYMPUS functional architecture 

OLYMPUS vIdP 
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3.2. Personal data processing in OLYMPUS use cases 

3.2.1. Credit file scenario 
 

This scenario presents as first step user’s enrolment in the CFP and the 
installation on his mobile device of the CFAPP. In order to obtain user’s financial 
data, the user must perform a first authentication through an external IdP (e.g. 
eIDAS). Then, when the user requests for his authentication before a financial 
entity (the issuance of the anonymized credit file), the CFP should verify if all 
necessary information is already stored, or if on the contrary, it is necessary to 
consult external resources.  
 
Once the CFP has checked to be in possession of all the necessary information, 

it will issue (by using OLYMPUS), an anonymized token, linked to the eIDToken 

issued by a valid IdP. Nonetheless, user will only send the anonymized credit file 

to the financial entity, who will not have knowledge of data’s owner. Note that the 

idea is to minimize data disclosure as much as possible, thus if a predicate is 

admissible in order to satisfy financial entity’s requirements, this technique shall 

be adopted avoiding data disclosure.  

After user’s financial information has been analysed by the financial entity, user’s 
will be notified by the CFAPP about his suitability. In the event financial entity’s 
response confirms user suitability, user will now send to it the eIDToken linked to 
the anonymized credit file. From this moment, the user and the financial entity 
can begin a contractual relationship. 
 

Although it is not envisaged for the moment an offline setting for this scenario, it 
would be possible by using p-ABC and storing credentials on user’s side. Indeed, 
another possibility would be to issue a credential containing all user’s financial 
information, and then the user would be able to generate proofs which would 
attest required information. 

.   
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Figure 5. Credit File scenario functional architecture 
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Activity 

 
Phase /Process 

 

Data controller-Credit File Platform 
(includes OLYMPUS) 

Data collection Enrolment (CFP)  First CFP collects the financial data (ID 
proofing) 

Data storage Enrolment (CFP) 
/Authentication 
(OLYMPUS) 

OLYMPUS will ask for the necessary 
data collected in CFP BBDD in order to 
provide user’s authentication, hence 
data storage is foreseen in CFP BBDD 
and OLYMPUS BBDD (i.e. each IdP 
BBDD) 

Data use Data purpose is to 
provide user’s 

authentication (CFP 
and OLYMPUS) 

CFP process the data in order to 
generate a file containing user’s 
financial information. Then, OLYMPUS 
process this information in order to issue 
and anonymized credit file. 

Data transfer Authentication CFP transfers the data from its BBDD to 
OLYMPUS BBDD. Then, OLYMPUS 
transfer the data to the user in form of 
short-lived token. 

Data modification Account 
management 

Confirms modification in both BBDD 
(CFP and OLYMPUS) 

Data deletion Account 
management 

Confirms deletion in both BBDD (CFP 
and OLYMPUS) 

 

Table 1. Personal data processing activity regarding Credit File scenario 

 

3.2.2. Mobile Driver’s License scenario 

 

Although this scenario focuses on age proof through a virtual mobile identity, 

it can be used for the purpose of proving other user’s attributes.  

We presume that user’s information has been legitimately collected and 

stored in IA BBDD in order to issue the correspondent mDL. The scenario has 

considered online and offline modalities. Nevertheless, in both cases process 

starts when a SP, i.e. the merchant, issues an age verification request to the 

user.  

In the online modality user will request IA for a signed data proof of his age 

(although it could also be a proof of any other elements contained in a mDL, 

e.g. that the user is allowed to drive a motorbike). Once IA has verified to be 

in possession of the required information, she sends a one-time token to 

user’s mDL app (in form of predicate if possible), which is also sent by the 

user to the SP.  

In the offline modality there is no communication between the user and the 

IdP to perform user’s authentication. In this case we must presume that a 

previous stage has taken place and the IA has issued a credential attesting 
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user’s attributes contained in the mDL. This credential is stored in user’s 

mobile device, but its validity is limited to the term for which it has been 

issued.18 Through this credential, the user will be able to choose which of the 

attributes contained in his mDL he wants to prove, and a ZKP might be 

generated by user’s mobile app (wallet) which will be eventually sent to the 

SP in order to attest the required attribute. 

 

 

  

 
18 This term has not been defined yet, but it can vary from minutes to just some seconds. 
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Figure 6. Mobile Driver License scenario functional architecture 
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Activity 

 
Phase /Process 

 

Data controller-Issuing Authority 
(includes OLYMPUS) 

Data collection mDL issuance (IA) First the IA collects necessary data to 
issue the license  

Data storage mDL issuance (IA)/ 
authentication-
token/credential 

generation 
(OLYMPUS) 

Data are stored by IA to issue the 
license and by OLYMPUS in order to 
provide authentication 

Data use Data purpose is to 
issue the license (IA) 
and to provide user’s 

authentication 
(OLYMPUS) 

The IA process the data in order to issue 
the license, and then OLYMPUS 
process the data contained in the same 
in order to issue the token/credential 

Data transfer Authentication The data contained in the mDL are 
transferred to OLYMPUS BBDD and 
these are finally transferred to the user 
in form of short-lived token/credential 

Data modification Account 
management 

Confirms modification in both BBDD (IA 
and OLYMPUS)  

Data deletion Account 
management 

*This could be foreseen in case of 
license 
expiration/withdrawal/resignation 

 
Table 2. Personal data processing activity regarding mDL scenario 

 

 

4.GENERAL PRIVACY SAFEGUARDING REQUIREMENTS  

Consistently with the analysis deployed in section two, legal obligations 

applicable to OLYMPUS (or more precisely, the legal entity that implements it) 

depend on the role developed by thereof and its qualification as data controller 

or processor. Nevertheless, in the measure OLYMPUS deployment has not been 

decided yet, we have tried to offer an extensive analysis considering all 

possibilities. 

4.1. Basis and legal principles applicable to personal data 

processing in OLYMPUS ecosystem 
 

4.1.1. Legal basis for the personal data processing 
 

In the pursue of article 6.1 (a) of the GDPR, personal data processing in 

OLYMPUS is based on consent when considering lawfulness of the processing. 

Assuming that, in principle, user’s registration and authentication will be made 

through username and password, consent requirements for special categories of 

personal data shall not apply. Nonetheless, note that even if registration or 

authentication phases are carried out through username and password, in the 



36 

 
 

 
This project has received funding from the European 

Union’s Horizon 2020 research and innovation 

program under grant agreement No 786725 

 

event any of the categories of personal data contained in article 9 of the GDPR 

would be object of the processing, special consent requirements stated in article 

9.2 must be considered. In addition, regarding Credit File Scenario, lawfulness of 

the processing is based on its necessity for the performance of a contract to which 

the data subject is party, as art.6.1 (b) envisages. 

Moreover, as established in article 7 of the GDPR, controller shall be able to 

demonstrate that the data subject has consented the processing, which also 

requires consent information to be clear and distinguishable. Consequently, 

controller shall request for user’s consent in a comprehensible way, ensuring that 

user consents the processing of a specific information, as well as the finality of 

the processing, therefore avoiding techniques such as notices or requests of 

general consent. Additionally, user’s right to withdraw his consent shall be 

guaranteed by the controller, providing the necessary information and 

mechanisms to make it effective. 

Consent may not be necessary when processing personal data stored in public 

records. Nevertheless, the lack of need of consent does not exclude the necessity 

of data processing to be justified accordingly with any of the events stated in 

article 6.1 of the GDPR. In this context, consent will not be necessary when the 

personal data processing is carried out by the LEA, in order to perform the tasks 

of preventing, investigating, detecting or prosecuting criminal offences, as it is 

envisaged in Directive (EU) 2016/680. 

4.1.2. Data minimisation and proportionality 
 

OLYMPUS scenario consists on a delegated IdM system, wherein data flows 

involved represent user’s authentication before third parties, i.e. SP. Considering 

the IdP role in facilitating user’s authentication, data minimisation principle shall 

be applied in two different ways. Firstly, personal data required by the controller 

must be strictly limited to justified purposes, therefore attributes attached to user’s 

account and stored in BBDD shall have basis in forthcoming authentication 

processes. 

Furthermore, in order to promote data minimisation, predicates shall be used 

when possible, for example: 

• Credit File scenario: financial entity may only need to have knowledge 

whether user’s salary is placed between a range of wages, without 

knowing the exact wage.  

• mDL scenario: information disclosed might be limited to prove that the 

data subject accomplishes a certain requirement, i.e. to be in 

possession of a certain attribute (e.g. the data subject is over a certain 

age). In addition, in this scenario we can consider that the SP may not 

need to have knowledge of the data subject’s real identity in order to 

provide him with the required service. 
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Moreover, data minimisation also implies data collection and storage to be limited 

for the necessary term. To this effect, besides user’s right to withdraw consent, 

data storage cannot be considered as indefinite, but a term shall be stated. 

From the proportionality perspective, it is necessary to evaluate if the aim pursued 

with the data processing can be achieved by other means which imply a lower 

risk. In this sense, there might exist a tension between the agility of the service 

and the extent of the data processing. Following the guidelines of the Spanish 

Data Protection Agency, there is a necessity to analyse each data processing in 

accordance with the proportionality requirements, that implies three successive 

assessments: 

• suitability criteria: if the measure can achieve the proposed objective. 

• necessity criteria: if, additionally, it is necessary meaning that there is 

no other more moderate measure to meet this goal with the same 

effectiveness. 

• proportionality criteria in strict sense or if the measure is balanced, 

because there are more benefits for the general interest than damages 

for other assets or values in conflict. 

Regarding these premises, data attached to user’s account and stored in the IdPs 

BBDD shall be necessary and appropriate to provide user’s authentication. 

Moreover, technologies implemented shall also be considered. While user’s data 

storage in the IdPs BBDD may be justified for the purpose of providing easier and 

quicker authentication (than in the event this information has to be requested or 

consulted in external sources for each authentication process), the necessity of 

introducing information copies’ in each IdP that compose a single vIdP may be 

discussed.  

Note however that the respect of this principle depends largely on SPs policies, 

and the data requested by thereof in order to provide their services. Nonetheless, 

as this aspect is out of the scope, we will just focus on the tasks developed by 

the IdP, that must limit as first step its information requests to those data strictly 

necessary for the authentication process and service provision.   

4.1.3. Accuracy, integrity, transparency and confidentiality 
 

In accordance with article 5.1 of the GDPR and for the purpose of providing user’s 

authentication, data stored in the IdPs BBDD must be accurate. Depending on 

the entity responsible for the data collection, it will be its obligation to guarantee 

the accuracy of the data. This also necessarily implies the data subject’s right to 

complete or obtain from the controller the rectification of inaccurate data, as 

stated in article 16 of the GDPR.   

In addition, data processing transparency shall be considered from different 

perspectives. On the one hand, it means for the data subject to have the right to 

access at any moment, and with no need to provide special justification, to his 

own data, thus it is known by thereof the information object of the processing. On 
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the other hand, data processing shall be transparent in order to: a) Facilitates 

LEA to audit legality of the processing; b) Facilitates LEA to control eventual 

user’s unlawful activity (identity fraud, misuse, liability or cybercrime 

investigation). For that purpose, transaction logs shall be stored in the secure 

vault. In these cases, access to information cannot lead to a profiling activity, and 

the request for information disclosure shall be made as stated in Recital 31 of 

Regulation (EU) 2016/679, in a writing, reasoned and occasional way, otherwise 

vIdP will not be obliged to reveal user’s data to the LEA. 

To conclude, it must also be recalled that personal data stored in the IdPs BBDD 

shall remain confidential, thus only the user, by his username and password can 

access his data. To this effect, OLYMPUS reach a higher level of confidentiality, 

avoiding unauthorized third parties to impersonate the user and access his data. 

However, there exist some drawbacks regarding other forms of access, as well 

as considering there is not full privacy before the IdPs.  

4.2. List of GDPR requirements  

In the measure OLYMPUS project involves the processing of personal data 

wholly or partly by automated means, the GDPR must be applied. Nonetheless, 

it should be recalled that the decision over most of these issues is a characteristic 

task of the data controller. Anyway, according to its provisions the following legal 

requirements must be considered: 

Req.1. The OLYMPUS provider shall make an inventory of all the specific 

purposes for which personal data are going to be processed by OLYMPUS. 

Those data can only be linked to a concrete user during the period required 

by those purposes. 

Req.2. Users must be informed by the controller about these purposes and 

the identity of the potential recipients to whom the personal data will be 

disclosed. 

Req.3. In the event OLYMPUS provider acts as controller, it must obtain 

users’ consent to the data processing. In order to obtain this consent, 

OLYMPUS provider shall request user’s informed consent, respecting the 

requirements stated in article 13 of the GDPR, as well as clarifications made 

by the Data Protection Authorities.19 

Req.4. In scenario stated in req.3, a way for withdrawing their consent must 

be offered to the users by OLYMPUS and the date of this action must be 

registered. The withdrawal procedure must be as easy as giving the consent. 

Req.5. A concise, transparent, intelligible, easy and accessible form, using 

clear and plain language, shall be offered by the controller in order to allow 

users to exercise their rights of access and rectification of inaccurate data 

concerning them. Furthermore, users’ right to erasure their data when a legal 

 
19 Spanish Data Protection Agency: “Guía para el cumplimiento del deber de informar”. Version 
of 2018. 
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provision applies, or to restrict the processing (except for storage), shall be 

guaranteed through the same mechanism. 

Req.6. The OLYMPUS provider shall guarantee users’ access to their own 

data in a structured, commonly used and machine-readable format. 

Req.7. In the event OLYMPUS provider acts as data controller, it shall create 

a record of the processing activities. This record has to adopt the adequate 

security measures for storing and processing users´ personal data taking into 

account the state of the art, the costs of implementation and the nature, scope, 

context and purposes of the processing, as well as the risk of varying 

likelihood and impact for the rights and freedoms of natural persons. 

Req.8. From the perspective of privacy by design requirements, access must 

be limited only to those data necessary to provide the services (data 

minimisation). 

Req.9. When the linkage of data with the identity of the user is not 

indispensable, pseudonymisation criteria should be applied to the processing 

operations. The use of cryptography tools (as suggested by the 

abovementioned Spanish Data Protection Agency report), is strongly 

recommended in order to minimise the risk of illegal access to personal 

data. Nevertheless, there must be a way to re-identify the user in order to 

make the information available to a competent public authority. 

Req.10. By default, only personal data necessary for each specific purpose 

can be processed by the OLYMPUS provider. This requirement not only has 

to be applied to the amount of personal data collected, but to the extent of 

their processing, their period of storage and their accessibility as well (data 

minimisation).  

Req.11. User’s data stored by the OLYMPUS provider, must only be 

accessible by the user, or by those entities previously authorized (data 

confidentiality).  

 

5.RISK ASSESSMENT 

OLYMPUS technology appears as a set of tools whose purpose is to improve 

privacy and security in IdM. Although OLYMPUS introduces different innovations, 

in particular regarding use cases, we consider that there are two of major 

importance, which for their impact in terms of privacy deserve special 

considerations. Furthermore, our purpose is to detect principal drawbacks 

(potential risks) in OLYMPUS architecture design, as well as regarding use 

cases, in order to offer some guidance in the adoption of the most privacy 

enhanced solution (i.e. these potential risks would be treated by the adoption of 

some of the safeguards proposed in section 6) . Indeed, OLYMPUS fights against 

external menaces, but as all IdM solutions proposed it is also subject to some 

risks, whose appropriate treatment will guarantee the validity of the final proposed 

solution. 
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5.1. Towards oblivious identity management in the context of the 

surveillance society  

One of OLYMPUS goals is to “hide” user’s activity before the IdP, which has 

important consequences in the context of a society under increasing surveillance 

by public and private actors. This has raised fundamental issues concerning the 

basis of Fundamental Rights and Freedoms, as well as the foundation itself of a 

free and democratic society. To understand the impact of this innovation, the 

following aspects must be put in relation. 

5.1.1. The scope of the right to data protection in European Law  

The right to data protection has been stipulated in different legal texts in the 
European Union. Indeed, article 8 of the European Convention on Human Rights 
states that “everyone has the right to respect for his private and family life, his 
home and his correspondence”. This legal provision is supported by article 6.2 of 
the Treaty on European Union (TEU), which adds that “the Union shall respect 
Fundamental Rights, as guaranteed  by the European Convention on Human 
Rights and Fundamental Freedoms signed in Rome on 4th November 1956 and 
as they result from the constitutional traditions common to Member States”. 
Moreover, right to data protection is expressly stipulated by article 16 of the 
Treaty on the Functioning of the European Union (TFUE) which states that 
“everyone has the right to data protection of personal data concerning them”. To 
conclude this brief analysis, at an internal level, this right is contained in article 
18.4 of the Spanish Constitution. 

 

Regarding the content of this right, right to data protection means more than the 

possibility of the individual to avoid or prevent external menaces, but it also 

involves a faculty of the individual to make use of his own information. Therefore, 

this right empowers the individual who has the control over his own data (habeas 

data), and it can be exercised without an existing violation of his privacy. This 

interpretation had already been given in an early moment by the German 

Constitutional Court in 1983, and it has been followed by the Spanish 

Constitutional Court in judgments such as 254/1993 of 20th July and 292/2000 of 

30th November.20 Consequently, the right to data protection has two different 

dimensions: a positive dimension which involves the individual’s right to use and 

control his data, and a negative dimension which materializes in individual’s 

faculty to avoid or limit the use of his data. 

 

However, a meaningful guarantee of this right in all its dimension arises problems 

with the concept of surveillance itself. First, because the individual cannot limit or 

avoid this intromission in many cases, and second, because he loses the control 

 

20 The Spanish Constitutional Court states in rulings such as 254/1993 20th July (BOE no.197 18th 
August 1993) and 292/200 30th November (BOE no.4 4th January 2001) that the right to 
Technology Freedom or to Data Protection also involves user’s faculty to control his data and 
decide their use or destination. 
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over his data as he does not know which legal entity is aware of his data, or even 

the purposes for which they are used. 

5.1.2. Concept and types of surveillance 

The continuous data flows which characterize our nowadays society and the 
possibilities offered by the technology, have posed new problematics in terms of 
excessive control or surveillance of individuals’ activity. Regarding the aims 
pursued, two kind of surveillance must be differentiated:21 

 

• Public surveillance: 22 its main objectives are terrorism and crime fight. The 

first one has intensified after terrorists’ attacks of 11th September, and 

bombings in Madrid and London, and has resulted in a “pre-emptive 

surveillance”, focused on the collection of personal data generated by 

ordinary in the context of everyday activities. Also regarding these aims, a 

new concept of surveillance has arisen, “smart surveillance”, which can be 

defined as “the system capable of extracting information from captured 

information in order to generate high-level event descriptions that can 

ultimately be used to make automated or semi-automated decisions.”23 

Although this kind of surveillance pretends to be on behalf of the public 

interest, as in other situations of conflicts between individuals’ rights and 

public interest, a case per case analysis must be conducted in order to 

guarantee proportionality of the measures.24 

 

• Private surveillance: its main objective is to maximize profits. For that 

purpose, companies make use of individuals’ data (e.g. web surfing habits, 

interests…), to the extent that data have reached an extremely high 

economic value for companies, especially after the emergence of the 

phenomenon of Big Data, which have shown the value which comes from 

the patterns derived from making connections between information 

concerning to individuals or a group of individuals. 

 

This distinction between public and private surveillance is not as clear in practice. 

Indeed, government and non-government surveillance support each other, as in 

the end, both use the same technologies and techniques, and usually work 

through a variety of partnerships, arising a second problem which is the 

monopolization of surveillance by a small number of companies.  

However, legal basis supporting the same differ. Indeed, private surveillance 

must have legal basis on user’s consent, the execution or the performance of a 

 
21 For more information about the types and dangers of surveillance, see Neil M. Richards, “The 
Dangers of Surveillance.” Harvard Law Review, vol.126, no.7,2013, pp.1937-1965 

22 This section is supported with the information contained in Annex no.3. 

23 Definition used in EU research project SAPIENT (2012) 

24 For more information about the phenomena of public surveillance, see Mitsilegas V., 
“Surveillance and Digital privacy in the Transatlantic War on Terror: The Case for a Global Privacy 
Regime.” Columbia Human Rights Law Review 47, no.3, 2016, pp.12-24 
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contract, or exceptionally any of the others causes listed in art.6 of the GDPR. 

On the contrary, public surveillance must be based on the defence of the public 

interest, something which is not easy to determine when a meaningful guarantee 

of individuals’ rights is at stake. 

5.1.3. Main risks arising from surveillance practices 
 

The phenomenon of surveillance arises a set of risks, but two of them must be 
regarded with extreme caution as they affect directly the foundations of a free 
and democratic society: 

 

▪ Intellectual privacy. From a legal point of view, a meaningful guarantee of 

privacy requires the existence of intellectual privacy, and what is more, in 

the end the basis or the foundation of a free society are free minds. The 

opposite interpretation would not be far from Orwell’s fictional state in 1984 

and the repression of “thoughtcrime”. Although it might be assumed that 

this menace to intellectual privacy would disappear in those cases where 

individuals do not have knowledge of the surveillance, this idea cannot be 

supported  for two reasons: because practice has shown that at some point 

the individual will inevitably be aware of the surveillance, and because it 

creates additional harms besides those relating to intellectual privacy. 

 

▪ Power imbalance. The gather or access to information affects the power 

dynamic between the subjects involved. This situation gives a power to the 

subject who watches to influence or direct the behaviour of the subject 

who is being watched, and which can materialize in different practices 

such as blackmail or persuasion, or even in some forms of sorting or 

discrimination, which goes against all basis of Civil Rights and 

Constitutional Law. 

 

5.1.4. The response of European case law regarding surveillance 

practices 
 

Recent European rulings have shown that there is a tendency contrary to 
surveillance by limiting those cases where a situation of “disproportionate control 
is concluded.” In this sense, it might be illustrative to cite some rulings, specially 
CJEU decision in Digital Rights Ireland.25 In Digital Rights, the Court annulled the 
Data Retention Directive on the grounds that “the EU legislature had failed to 
comply with the principle of proportionality in the EU Charter of Fundamental 
Rights, considering the system of mass, blanket surveillance set out by the 
Directive disproportionate and in breach of the rights of private life.” Similar 
reasonings were given by Constitutional Courts, such as the German or 
Romanian, even considering that “the retention of data of all individuals 

 
25Judgment of the European Court of Justice (Grand Chamber), 8 April 2014. Digital Rights 
Ireland Ltd v Minister for Communications, Marine and Natural Resources and Others and 
Kärntner Landesregierung and Others. Requests for a preliminary ruling from the High Court 
(Ireland) and the Verfassungsgerichtshof. ECLI:EU:C: 2014:238 
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regardless whether they had committed a crime is likely to overturn the 
presumption of innocence”.  
Moreover, in the case Zakharov 26 the ECHR allowed standing “where applicants 
can evoke the mere existence of secret surveillance measures, with individuals 
not needing to demonstrate of any risks that surveillance measures where applied 
to them if national systems do not provide an effective remedy for individual to 
challenge such surveillance” (e.g. in a contrary sense is the US Supreme Court 
Clapper v. Amnesty). Consequently, we can claim that European case law 
intends to limit and constrain possibilities of surveillance, rejecting all kind of mass 
or indiscriminate surveillance, something that has also been supported by 
European Union Law, and recently entered into force GDPR. 
 

5.1.5. The collision between the GDPR and surveillance practices 
 
After the GDPR has entered into force, the tensions between surveillance 
practices and European Law have increased. In that regard, data minimization 
principle among others established by the GDPR result contrary to the concept 
of surveillance itself. Indeed, while the phenomenon of surveillance is based on 
a “general control” over individuals’ movements, the GDPR requires that data 
must be collected for specific purposes, and consent relating thereof is 
exclusively limited to the purpose for which it was given.  
 
In consequence, a strict interpretation of established in the GDPR will prohibit 
any kind of surveillance. Regarding this idea private sector entities could 
exclusively use individuals’ data for the purpose for which they were given, while 
the public sector might be more problematic considering conflict of interests. 
Nonetheless, the existence of a public interest cannot result in a justification for 
all surveillance practices. It could be illustrative the case of the Visa Information 
System or EURODAC,27 whose access has been granted for the purpose of 
combating terrorism. However, granting a general access or under “weak” 
conditions to these databases, constitutes a disproportionate intrusion in the 
privacy of the subjects who agreed to their data being processed only for the 
respective purposes, and it might even have discriminatory effects as these 
individuals will be under a higher level of surveillance. 
 

5.1.6. OLYMPUS innovation in the fight against surveillance practices  
 
As we have mentioned above, one of the main characteristics of this surveillance 
age is the difficulty of separating surveillance by governments or commercial 
entities, as they tend to use the same technologies or even agree on some forms 
of partnership. This highlights the importance of the technology used, and 
therefore its respect of data protection regulation requirements (privacy by 
design). Consequently, OLYMPUS innovation already achieved in offline use 
case, limiting data disclosure to a subject that until the moment had not been 

 
26Judgement of The European Court of Human Rights (Grand Chamber), Mr 
Roman Andreyevich Zakharov vs. Russian Federation. 4th December 2015. 

27 For more information about these two cases (VIS and EURODAC), see Tzanou M.: “The EU 
as an Emerging surveillance society: The Function Creep Case Study and Challenges to Privacy 
Data Protection.” Vienna Online Journal on International Constitutional Law,2010, pp. 416-426 
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considered, the IdP, must be valued in a positive way as it limits by design 
surveillance practices. In principle, according to what stated in the GDPR data 
disclosed by the users to the IdP are exclusively for the purpose of obtaining IdM 
services.  
 

a) Traditional IdPs 
 
 
 
 
 
 
 

 

 
Figure 7. Traditional IdPs position regarding authentication processes 

 

 

 

 

b) OLYMPUS 

 

 

 

 

 

 

 

 
Figure 8. OLYMPUS offline scenario(p-ABC) position regarding authentication processes 

 

 

From the perspective of the private sector, a technology as OLYMPUS could put 

end to traditional surveillance practices developed in the latest years by 

commonly used IdPs, offering an adequate level of privacy for the users thereof. 

However, it must be noted that this privacy has exclusively been achieved and 

deployed in use cases for offline scenarios. Indeed, mechanisms as OIDC, SAML 

and other common technologies for user authentication, still present serious 

difficulties in achieving this objective.  

 

In addition, note that right to privacy before the IdP is not absolute considering 

the vIdP will still have knowledge of the information stored, so it can exist a risk 

of inference or traceability by the IdP regarding the SPs before whom user’s 

authentication is being provided. In the same sense, there exist a risk of 

linkability if the SPs agree on some form of partnership in order to discover 

before which services the same user is being authenticated. This risk could be 
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successfully treated by the use of pseudonyms (is it is already envisaged for p-

ABC), but it would be more difficult in online setting. 

5.2. Risks materialization during registration and authentication        

phases in OLYMPUS ecosystem 
 

In order to offer a clearer vision of risks before moving into the proper risk 
assessment, we propose to analyse the different phases carried out by 
OLYMPUS in order to provide his services. 
 

5.2.1. Registration 
 
During enrolment in principle no personal data are attached to user’s account. 
Nevertheless, in the measure credentials must be considered personal data 
(making the user identifiable), there is a risk of lack of information on the 
conditions stated in article 7 of the GDPR relating consent. Although it is unlikely 
to happen given OLYMPUS ecosystem, this is a very severe risk, as it could 
invalidate the data processing. OLYMPUS data processing lawfulness relies on 
user’s consent, then in the event OLYMPUS provider acts as data controller, it 
must assure that consent is collected respecting all guarantees. Moreover, apart 
from requesting user’s consent before account creation, OLYMPUS website 
should include a comprehensive and detailed explanation of the data processing, 
available to be consulted by the user prior to give his consent. 
 
Also, during enrolment the OLYMPUS provider will proceed to create user’s 
account. The distributed password authentication protocol foreseen in OLYMPUS 
will reduce the risk of theft by disaggregating and distributing password through 
the IdPs as we have explained above.  
 
During the ID proofing, some attributes may be attached to user’s account.  As 
consent for the data processing must be limited to categories of data and for 
specific purposes, it can also be considered the risk of lack of consent during this 
phase. Although it is unlikely to happen given OLYMPUS ecosystem, this is a 
very severe risk, as it could invalidate the data processing. General forms of 
consent should be avoided, and user’s consent shall be requested each time 
specific personal data have to be processed for providing their services. 
 
Here, there is also the possibility to either collect/access or preserve data 
excessively. It is an unlikely risk, since OLYMPUS ecosystem is designed to 
apply the adequate security measures to avoid this happens, respecting 
principles of minimization, proportionality and pseudonymisation. However, the 
risk could be significant in function of data’s nature finally stored. 

Equally, OLYMPUS must be in possession of the pertinent documentation to 
demonstrate that the consent for the processing has been given. Nonetheless 
this aspect will properly affect dimension of accountability, and therefore, what 
established in relation to crime prosecution. 

Finally, there’s a risk of lack of information on the rights recognized by articles 
12-22 of the GDPR (because lack of rights will directly invalidate the processing).  
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Although it is unlikely to happen given OLYMPUS ecosystem, this has limited 
consequences, as those rights are recognized regardless of whether users are 
informed or not. However, as additional measure, this information should be 
available on OLYMPUS website as well, guaranteeing transparency of data 
processing in all its phases. 

5.2.2. Authentication 
 

During vID authentication, there is a risk that users reveal excessive information 
related to their attributes. From OLYMPUS point of view, it is the user himself 
who finally decide if the information is submitted or not (which can be discussed 
regarding SPs policies). However, the use of techniques such as predicates, will 
limit data disclosure, enhancing data privacy. 
 
In any case, concerning access to information while communications between 
OLYMPUS and user take place, the risk can be described as unlikely from 
OLYMPUS perspective. Nonetheless, in relation with information stored in mobile 
devices, it must be considered that despite of security measures implemented by 
OLYMPUS, during authentication phase users have the burden of preserving 
their data properly and preventing unauthorized access to their own terminal. 
Nevertheless, as we have stated above information remains encrypted, therefore 
OLYMPUS already offers an additional level of security in the event of mobile 
device loss. 
 
Concerning the information stored in the secure vault, there are various identified 
risks, as OLYMPUS allows to gather user’s information in each IdP, which could 
lead to reveal some aspects of user’s privacy. In this sense, we can identify firstly 
the risk of preserving information in excess.  

Equally, there exist a high risk of access to the information by unauthorized third 
parties, beyond LEA use for the exercise of its functions and OLYMPUS for the 
provision of its service whenever it is required. This is a risk with significant 
consequences, as it can lead the user to suffer discrimination both in the labour 
environment and general aspects of social life (note that in the two use case 
user’s financial information or his consumption habits could be revealed).  
 
Another risk would be the use of information for different purposes by the subjects 
legitimated for the processing, either by OLYMPUS provider or the LEA. Even 
though the risk is limited by OLYMPUS design, it could cause problems of diverse 
nature, as personal data will allow the creation of user’s profiles and sending of 
personalized adverts. Moreover, it must be highlighted that the risk of using 
personal data by the entity to whom consent has been given would not be 
extremely serious in the measure it does not imply an unauthorized data transfer 
to third parties. 
 
Finally, there is a risk of processing data improperly, infringing demands of legal 
protection, which is a difficult problem to be addressed considering it is not easy 
to fix a uniform period of conservation for all EU Member States. The impact 
would be limited as the unlawfulness of the proofs based on these data could be 
argued. 
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5.3. Risk sources and dimensions 

 

Risk management is necessary to determine the potential damages or risks to 

which their activity is exposed. From the perspective of the data protection, the 

analysis is focused on those threats that affect rights and freedoms of individuals. 

Therefore, the analysis must comprise a reflection of the implications associated 

to the personal data processing.  

In order to provide this analysis, we have differentiated threats depending on the 

risk source: 

▪ Risks relating to a lack of compliance with the GDPR. 

▪ Risks relating to the particularities of the service: identity 

management. 

▪ Risks relating to the architecture system components 

▪ Risk relating to users /staff in charge of the service. 

 
Each risk source materializes on a set of threats of likelihood and impact variable, 

that determines a specific risk resulting thereof. Note that except for the first risk 

source, the other three listed can result in a risk that may affect different 

dimensions: 

[A] Availability 

[I] Integrity 

[C] Confidentiality 

[Auth] Authenticity of users and information 

[Acc] Accountability of the service and data  

 

In this sense, only risks affecting integrity, confidentiality and authenticity are 
properly privacy risks. Nonetheless, as we have conducted the risk assessment 
with PILAR support, we have included all the dimension in order to offer a more 
detailed vision, and because in the end they could also frustrate OLYMPUS final 
purpose. 

5.3.1. Risks relating to a lack of compliance with the GDPR 
 

Recalling that the applicability of these risks depends on the qualification of 

OLYMPUS provider as a data controller/processor, thus it would relate to a 

practical implementation. Nevertheless, we have considered some of the 

reflections regarding how is expected OLYMPUS will fulfil GDPR requirements 

regarding its architecture design (hence these risks will always be privacy risks). 

In this sense, main risks focus on the following categories of threats: 

-Problems related to the lawfulness and purpose of data collection and 

processing: the data processing must be covered by any of the cases 

contained in art. 6 GDPR. Equally, purpose of the processing must be 
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clearly delimited and circumscribed to the service (IdM), excluding any 

different purpose (commercial purposes for example). Despite OLYMPUS 

qualification as data controller/processor, as it would require user’s 

enrolment in his service, a consent form is provided in Annex 2. 

-Problems related to the consent of the interested subject: lack of consent 

will directly invalidate the processing. In this sense, the data processing 

must be based on a valid contract that includes all necessary aspects. For 

that purpose, consent form included in Annex 2 offers a clear vision of 

those aspects. 

-Lack of procedures or tools for users or inappropriate implementation: it 

is a very serious risk as lack of right of access, rectification, cancellation 

and opposition will invalidate the processing according to established in 

arts.16-18 of the GDPR. OLYMPUS has foreseen these procedures, but 

they should be revaluated from a practical point of view in order to assure 

the respect of GDPR requirements (e.g. user-friendliness, 

transparency…). 

- Lack of appropriate measures to avoid loss or theft of personal data and 

unauthorized access: this risk relates to OLYMPUS architecture design 

itself. Until the moment, it is foreseen to store a copy of whole user’s 

information in each IdP, increasing exponentiality possibilities of data theft 

or unauthorized access to the data. 

-Problems related to the accuracy of data collected: although ID proofing 

is expected to be carried out through an external valid IdP, accuracy of the 

data also refers to its modification. In this sense, in the event information 

is not updated or it is inaccurate (for example duplicated records with 

contradictory information), the consequence in IdM services will be the 

unjustified access or denial to the service requested. 

-Problems related to the transparency of the processing: lack of 

transparency in the data processing will not invalidate the processing but 

it will be contrary to established in the GDPR to collect personal 

information without providing necessary information or  to do it in an 

accessible place to data subject using a comprehensible language. 

Nonetheless, in principle OLYMPUS has foreseen appropriate measures 

in order to fulfil this requirement, including the same in its consent form 

-Problems relating to the retention period of data collected: excessive data 

retention will result in a breach of the GDPR. Therefore, in the event data 

are no longer necessary, they must be deleted. Regarding data retention 

period, the GDPR does not specify strict retention periods for personal 

data. Instead, it only states that personal data may only be kept in a form 

that permits identification of the individual for no longer than is necessary 

for the purposes for which it was processed. Consequently, it would be 

necessary to consult national regulations in order to determine if there exist 
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a retention period regarding the specificities of the service that is being 

provided. 

-Problems related to the transfer of data to third parties: although the 

possibility of direct data transfer to third parties is not expressly envisaged 

by OLYMPUS, safeguards to prevent data transfer must be adopted as it 

would be a very serious breach of established in the GDPR (lack of 

consent, purposes not initially stated…). Nevertheless, regarding user’s 

right to data portability, the option of “reveal all attributes” will produce a 

JSON containing all attributes. 

- Problems related to roles and functions of the organization’s personnel: 

if a team is not established and staff functions are not clearly defined, there 

is a risk of violating the provisions of the GDPR. Although OLYMPUS is 

still a pilot project, this risk must be reanalysed cautiously for each case 

implementation. 

-Inability to demonstrate the compliance of the processing activities: 

although OLYMPUS design has envisaged GDPR requirements 

compliance, it should be noted that this compliance is subjected to possible 

accountabilities thus OLYMPUS provider must be able to demonstrate the 

same. 

  



50 

 
 

 
This project has received funding from the European 

Union’s Horizon 2020 research and innovation 

program under grant agreement No 786725 

 

Threat Likelihood Impact Risk 

Problems related to the lawfulness of data 
collection and processing  

Unlikely Significant Medium 

Problems related to the transparency of the 
processing 

Limited Limited Negligible 

Problems related to the purpose of the 
processing 

- Significant - 
  

Problems related to excessive data collection - Limited - 

Problems related to the accuracy of data 
collected 

Unlikely Significant Low 

Problems related to the retention period of data 
collected 

- Limited - 

Problems related to the consent of the 
interested subject 

Unlikely Maximum Medium 

Problems related to the transfer of data to third 
parties 

Unlikely Significant Low 

Inability to demonstrate the compliance of 
processing activities 

Unlikely Significant Low 

Lack of appropriate measures to avoid loss or 
theft of personal data 

Limited Maximum Very high 

Problems related to the rights of interested 
subject: access, rectification, cancellation and 
opposition 

Unlikely Maximum Medium 

Secret access to personal data by authorities 
of third countries 

- Significant - 

Unauthorized access to personal data Relevant Significant Critical 

Lack of procedures or tools for users Unlikely Significant Low 

Lack of data protection impact assessment in 
those cases where according to the GDPR it is 
mandatory 

- Significant - 

 

     Table 3. Potential risks relating to lack of compliance with the GDPR 

5.3.2. Risks relating to the service (IdM) 
 

The analysis of risks relating to the service provided (IdM) offers a contradictory 

result considering technical measures implemented. In this sense, due to 

OLYMPUS distributed authentication mechanisms, risk of masquerading of 

identity is extremely reduced. Nevertheless, in the measure this distributed 

modus operandi is not envisaged until the moment for data encryption, there exist 

important risks regarding information leaks or unauthorized access to the data. 

This risk is furthermore higher than normal, if we considered that whole user’s 

information will be stored in principle in each of the IdPs.  

However, special considerations must be made regarding OLYMPUS distributed 

architecture in the measure it constitutes an improvement from the point of view 

of software security, hampering the success of those cyberattacks aiming to steal 

individuals’ identity and normally making a fraudulent use thereof. 

In this sense, when we talk about electronic identity, we refer to a set of data (or 

attributes) which differentiate a person or an entity from the rest of people or 
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entities.28 Therefore, by using these data people establish communications and 

operate through virtual networks. Nonetheless, attacks to electronic identity do 

not limit to a specific conduct, but they can materialize in different forms which 

allow to differentiate between identity theft, identity abuse or identity fraud. 

Following definitions given by institutions such as the UK Home Office Identity 

Fraud Steering, Cifas or the Commission on Crime Prevention and Criminal 

Justice of the United Nations, we can conclude that “Identity theft” refers to an 

unauthorized appropriation of identification information, while “Identity abuse” 

consists on the unauthorized use of other’s identity, and “identity fraud” adds to 

this unauthorized access the aim to obtain goods or contract services. 

Moreover, when talking about electronic identity it must also be considered that 

in order to provide their services, identity providers issue tokens, which are 

presented at the time of a transaction by the individual for his identification. 

Consequently, a token identity can be defined as a set of information that 

constitutes an individual’s identity for transactional purposes, and when a person 

uses an individual’s token identity, he assumes the right to exclusive use of it. 

OLYMPUS distributed architecture hampers all these kinds of identity related 

attacks: 

• Regarding token identity theft, for the token issuance OLYMPUS requires 

the collaboration of all the IdPs which conform the vIdP, demanding the 

attacker to have the control over all the structure, as user’s password 

(necessary for the token issuance) appears disaggregated through 

thereof.  

 
 

a) Traditional IdPs (single point of attack/ single point of failure) 

 

 

 

 

 
Figure 9. Traditional IdPs token generation 

 

b) OLYMPUS 

 

 

 

 

 

Figure 10. OLYMPUS token generation 

 
 

 
28 Definition of electronic identity given by Ignacio Alamillo Domingo in “Robo de Identidad y 
Protección de Datos”. Thomson Reuters (Legal) Limited /Agencia Española de Protección de 
Datos (2010) 
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• Against traditional identity theft attacks (i.e. those relating to discovery of 

passwords), OLYMPUS also includes important safeguards. Indeed, 

safeguards such as “Key-Resharing” allow password redistribution posing 

different scenarios before the attacker, thus in the event he successfully 

compromise one of the IdPs, the “segment” of password obtained will just 

remain valid for a short period of time as these “segments of password” 

will redistribute again, assuring the IdPs honesty. 

 
 

 

 

 

 
 

 

Figure 11. OLYMPUS resistance before identity theft attacks 

 

Consequently, OLYMPUS offers notorious improvements before attacks aimed 

to impersonate the user, but it still requires some changes in relation with the 

prevention of the other major risk attached to IdM services, which is the data theft 

or loss. 

Threat Likelihood Impact Risk 

System /Security administration 
errors 

Unlikely  Limited [A, I, 
C] 

Negligible [A, 
I, C] 

Accidental alteration of information Unlikely Negligible [I] Negligible [I] 

Destruction of information Limited Limited [A] 2,8 [A] 

Information leaks Relevant Maximum [C] Very critical 
[C] 

System failure due to exhaustion of 
resources 

Unlikely Limited [A] 1,4 [A] 

Masquerading identity Unlikely Limited [I, C] 
Maximum 

[Auth] 

Negligible [I, 
C] 0,7 (Auth) 

Deliberate alteration of information Unlikely Limited [A] Negligible [A] 

Destruction of information  Unlikely Limited [A] Negligible [A] 

Denial of service Relevant Limited [A] High [A] 
 

Table 4. Potential risks relating to the service (IdM) 

  

 
Idp1 

Password redistribution (Key- 
Resharing) 
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5.3.3. Risks relating to the architecture system components 
 

a) BBDD/ Mobile App.- [Software] 

 

Security measures implemented by OLYMPUS make that even in those cases 

where the impact for integrity and confidentiality is medium, as the possibility of 

materialization of these threats is minimum, the risk is nearly negligible. 

Nevertheless, there must also be considered that in the measure the number of 

IdPs increase, they also do the possibilities of malware diffusion. Equally, this 

table offers a list of threats from the architecture perspective, consequently, 

threats related to user’s mobile device is out of the scope. 

Threat Likelihood Impact Risk 

Hardware and software failure Unlikely Limited [A] Negligible [A] 

Malware diffusion Relevant Limited [A, I, 
C] 

High [A, I, C] 

Software vulnerabilities Unlikely Negligible 
[A], Limited 

[I, C] 

Negligible [A], 
Negligible [I, 

C] 

Defects in software maintenance / 
updating 

Unlikely Negligible 
[A, I] 

Negligible [A, 
I] 

Software manipulation Unlikely Limited [A], 
Maximum [I, 

C] 

Negligible [A], 
Negligible [I, 

C] 
 

Table 5. Potential risks relating to software components 

 

b) Host/ Mobile equipment. - [Hardware] 

 

Threats relating to hardware components mainly affect availability dimension, 

considering that data are encrypted. Therefore, hardware does not imply a 

privacy risk as it will just affect OLYMPUS availability in case of access or 

destruction, but attacker will still need to decrypt information.  
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Threat Frequency Impact Risk 

Fire Unlikely Maximum [A] Negligible [A] 

Water Unlikely Limited [A] Negligible [A] 

Other natural disasters Unlikely Maximum [A] Negligible [A] 

Other industrial disasters Unlikely Maximum [A] Negligible [A] 

Environmental pollution Unlikely Limited [A] Negligible [A] 

Electromagnetic pollution Unlikely Maximum [A] Negligible [A] 

Hardware and software failure Unlikely Maximum [A] Negligible [A] 

Power interruption Unlikely Negligible [A] Negligible [A] 

Unsuitable temperature or 
humidity 

Unlikely Limited [A] Negligible [A] 

Defects in hardware 
maintenance /updating 

Unlikely Maximum [A] Low[A] 

Equipment loss Unlikely Negligible [A] Negligible [A] 

Hardware manipulation Unlikely Limited [A] Negligible [A] 

Denial of service Unlikely Maximum [A] Low [A] 

Theft Unlikely Maximum [A]  Negligible[A] 

Destructive attack Unlikely Maximum [A] Negligible [A] 
 

Table 6. Potential risks relating to hardware components 

 

c) Encrypted connection (TLS /SSL) / Service access 

point. - [Communications] 

 

Considering secured connections implemented by OLYMPUS, the conclusion is 

similar to the one offered above in relation with software components.  Although 

risks for data privacy exist, the possibility of threats materialization is nearly 

negligible, so the resulting values remain low. 

Threat Frequency Impact Risk 

Communication services 
failure 

Unlikely Limited [A] Negligible [A] 

System / Security 
administrator errors 

Unlikely Limited [A, C] Negligible [A, 
C] 

Re-routing errors Unlikely Negligible [C] Negligible [C] 

Information lacks Unlikely Negligible [C] Negligible [C] 

Masquerading of identity Unlikely Limited [C] Negligible [C] 

Re-routing of messages Unlikely Negligible [C] Negligible [C] 

Unauthorized access Unlikely Limited [C] Negligible [C] 

Traffic analysis Unlikely Negligible [C] Negligible [C] 

Eavesdropping Unlikely Negligible [C] Negligible [C] 

Destruction of information Unlikely Limited [A] Negligible [A] 

Denial of service Relevant Limited [A] High[A] 

 

Table 7. Potential risks relating to communications 
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d) Local 

 

The conclusion is the same offered for the hardware components, as information 

remains encrypted, these threats affect service availability. 

Threat Frequency Impact Risk 

Fire Unlikely Maximum [A] Negligible [A] 

Water Unlikely Maximum [A]  Negligible [A] 

Other disasters Unlikely Maximum [A] Negligible [A] 

Fire Unlikely Maximum [A] Negligible [A] 

Water Unlikely Maximum [A]  Negligible [A] 

Other industrial disasters Unlikely Maximum [A] Negligible [A] 

Environmental pollution Unlikely Maximum [A] Negligible [A] 

Electromagnetic pollution Unlikely Negligible[A] Negligible [A] 

Abuse of access privileges Unlikely  Negligible 
[A] 

Negligible [A] 

Misuse Unlikely  Negligible 
[A] 

Negligible [A] 

Destructive attack Unlikely  Negligible 
[A] 

 Negligible [A] 

Enemy over-run Unlikely Maximum [A] Negligible [A] 
 

Table 8. Potential risks relating to local/facilities 

 

5.3.4. Risks relating to users /staff in charge of the service 
 

Although user is out of the scope, we consider interesting to mention these 
attacks in order to evaluate the possibility of introducing tools or mechanisms 
increasing security in this side. The highest values concentrate on the possibility 
of users to be victims of social engineering (or even extortion). In this sense, 
OLYMPUS architecture hampering attacks directed against the IdP may favour 
attacks focus on the user (who revealing his password will lose control over his 
data and will even allow his impersonation). Therefore, OLYMPUS must also 
provide adequate mechanisms to make clear the authenticity of his operations 
/requests before users (e.g. some other forms of warnings or double factor 
authentication). On the other hand, we understand that for those operations which 
require in principle user’s authentication (i.e. modify his data) risks are low.  
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Threat Frequency Impact Risk 

Accidental alteration of the 
information  

Unlikely Negligible [I] Negligible [I] 

Deliberate alteration  Unlikely Limited [I] Negligible [I] 

Destruction of information Unlikely Negligible [A] Negligible [A] 

Extortion Limited Limited [A], 
Maximum [I, C] 

Medium [A], 
Very high [I, C] 

Social engineering Relevant Limited [A], 
Maximum [I, C] 

Medium[A], 
Very critical [I, 

C] 
 
 

 
Table 9. Potential risks relating to users/staff 

 

5.4. Specific risks regarding OLYMPUS use cases 
 
Although OLYMPUS architecture remains the same for the two use cases, there 
are some specificities that must be analysed in relation with each one. 
 

5.4.1. Credit File scenario 

 
In this use case the registration in the Credit File Platform is out of the scope, 
therefore the risk associated to this first step (user’s consent, excessive data 
collection or retention, user’s rights, data transfer…) must be mitigated in a prior 
moment by the entity in charge of the platform, who will act as data controller. 
Nonetheless, in the measure it is foreseen a second storage in OLYMPUS BBDD 
in order to provide user’s authentication, these risks must also be considered 
according to what we have already stated in the general description. 

 

Consequently, OLYMPUS intervention takes place when the user requests for 

authentication before the financial entity by using the anonymized credit file 

issued by OLYMPUS. In this sense, once the vIdP has issued the anonymized 

credit file, it rests the final interrelation between the user and the financial entity 

we have reflected in section 3 of this document. 

 

Nevertheless, important risks must be noted in relation to this use case, thus the 

data required relate to financial information. This is relevant because in the event 

data are disclosed it may lead to  profiles creation (e.g. excluding a collective 

from financial services) and its inherent risk of discrimination (in the event of 

profile creation there is a risk of discrimination in financial service right of access, 

and in the case of data disclosure there is a risk of social discrimination regarding 

individual’s economic position). 

 

This makes reasonable to limit as far as possible the risk to protect user’s rights. 

Consequently, double storage must be questioned and alternative measures 

such as the possibility of just consulting the Credit File Platform by OLYMPUS 

must be considered. Otherwise data collected by OLYMPUS should be deleted 

once token’s validity has expired (which is logical considering that the issuance 
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of a new one will require the process to restart in order to guarantee accuracy of 

the data). Moreover, there exist a risk that individual’s identity could be inferred 

by the financial entity (e.g. in the case the user already has an account opened 

in the same), or that financial entities could agree on some form of coalition or 

partnership which allow to discover an individual’s identity by linkability.  

 

Besides, general risks abovementioned regarding information leaks and 

unauthorized access apply to this use case. In addition, data processed reveal 

user’s economic position which, although it does not directly fall under the 

category of sensitive data, has a special consideration in terms of privacy. 

 

Threat Frequency Impact Risk 

Excessive data collection Limited Limited Medium 

Excessive retention period of the 
data 

Limited Limited Medium 

Unauthorized access to the 
personal data 

Relevant Significant Very high 

Information leaks Relevant Significant  Very high 

Profiling Relevant Significant  
Very high 

Financial entities coalition  Unlikely Significant  Medium 

Inference and linkability Relevant Significant Very high 

 
Table 10. Credit File scenario potential risks 

Hence, concluding this brief analysis, it must also be noted that the main 

advantage of this use case is the possibility to hide user’s identity before the 

financial entity and therefore avoid discrimination. In addition, user will have more 

control over his data as the financial entities will not be able to identify the 

individual in this first stage (i.e. financial service request evaluation), therefore 

enhancing data minimisation principle and right to privacy. 

 

5.4.2. Mobile Driver’s License scenario 
 

The second use case also implies a previous data collection and storage by the 
Authority issuing the license. Therefore, the same stated in the first use case shall 
apply. 
 
In this case OLYMPUS intervention takes place when user requests for age 
attesting. For that purpose, two possibilities are foreseen: a) Distributed token 
authentication (for modality online); b) Distributed credential authentication (for 
modality offline). Although threats are very similar to the ones described for the 
first use case, impact, and therefore risk, is lower in the measure the data 
processed (data contained in a driving licence), is not considered as sensitive 
data and does not have a huge impact in terms of privacy. 
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Threat Frequency Impact Risk 

Excessive data collection Limited Significant Medium 

Excessive retention period of the 
data 

Limited Significant Medium 

Unauthorized access to the 
personal data 

Relevant Significant High 

Information leaks Relevant Significant High 

SPs coalition Unlikely Significant Medium 

 
Table 11. mDL scenario potential risks 

Main advantages of this use case will be consequently the possibility to maximize 
prevention from data disclosure, enhancing data minimisation principle. This is 
particularly evident in the offline modality. Indeed, OLYMPUS will allow the user 
to prove any of the data contained in his mDL by issuing a single credential (i.e. 
without the need of storing previous separated credentials for each of the 
attributes). This would empower the user in the decision of which data he would 
like to prove, offering a new perspective to delegated IdM scenarios, rebuilding 
themselves in a more privacy-respectful way and as an alternative to the self-
sovereign identity approach.  
 
 

6. RISK TREATMENT PLAN 

6.1. Basic safeguards regarding OLYMPUS architecture 
 

According to the risk assessment deployed in the previous section and the results 
offered by thereof, we can propose some safeguards in order to mitigate those 
risks placed over our acceptable risk threshold. Some of these safeguards are 
already being considered in order to be implemented in a near phase of the 
project. Others are more deployment specific, but their consideration might be 
interesting in terms of privacy by design (i.e. if OLYMPUS has already foreseen 
policies for incident management in its description). 

 
1. Policy on communication of incidents which affect authenticators (e.g. loss 

of mobile devices). 

 
2. Policy for accounts suspension if they are revealed to third parties (e.g. 

the user is victim of social engineering). 

 
 

3. Plan for regular vulnerability scanning, the installation of intrusion alarms 

and control in access to information. 

 
4. Monitoring of network services, security is regularly reviewed and 

protection against traffic analysis is provided. 

 
5. Existence of an inventory of software and a policy controlling operating 

software and in the use of applications.  
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6. Procedures for detection of software vulnerabilities and response. 

 
7. The existence of a policy on change control, prior foreseen procedures, 

permanent tracking of updates and patches as well as an evaluation of the 

potential impact of the change. 

 
8. Double authentication factor. 

 

 
9. Policy covering all type of incidents in order to limit the impact or the 

consequences of successful attacks. 

 

10. Procedures for incident management (reaction to harmful code, to 

breaches of confidentiality, to alarms from the intrusion prevention 

systems, alarms from file-integrity monitoring systems, to any evidence of 

unauthorized activity, software failures, unauthorized wireless access, 

personal data theft activities…). 

 
More specifically, regarding OLYMPUS architecture it would also be 
recommendable to:  

 
11. Involve all the “partial” IdPs in the data encryption process, hence it would 

be necessary to compromise all the “partial” IdPs for data decryption. 

 

12. Use of different pseudonyms before each SP for distributed signature 

approach. 

 

 

13. Use of “derived identities”.29 

 

14. Use of blind signature. 

 
 

 
As we have explained in the first section of this DPIA, we have to consider the 
remaining risk once these safeguards have been applied in order to conclude if 
the same are acceptable, or if on the contrary, they involve a risk for users’ privacy 
which has to be mitigated before the implementation of such technology. 

 In OLYMPUS we have made evident that main risks are focused on the 
architecture design and its prevention against information leaks or unauthorized 
access to user’s personal data. Nevertheless, if we apply the safeguards 
proposed, remaining risk would be reduced in a successfully way, making of 
OLYMPUS a fully resistant architecture against main attacks relating IdM 
services. In this sense, values will change as follows: 

 
29 As we have previously mentioned, the term “derived identities” refer to those identities which 
have been obtained from a prior valid or real identity, and might be used in order to assure user’s 
privacy before the SPs, while keeping its validity for eventual transactions, which would require a 
real identity. 



60 

 
 

 
This project has received funding from the European 

Union’s Horizon 2020 research and innovation 

program under grant agreement No 786725 

 

 

 
Threat Potential 

 risk 
Safeguard New 

likelihood 
New 

Impact 
Residual 

risk 

Lack of appropriate 
measures to avoid 
loss or theft of 
personal data 

Very 
high 

 

No.1,2,3,7 
9,10,11 

Unlikely Significant Negligible 

Unauthorized 
access to personal 
data 

Critical No. 
2,3,4,7, 
9,10,11 

Unlikely Significant Negligible 

Information leaks Very 
critical 

No. 
2,3,4,7, 
9,10,11 

Unlikely Significant Negligible 

Malware diffusion High No.5,6,7, 
10 

Unlikely Significant Low 

Extortion Very 
high 

No.8,9,10 Unlikely Significant Medium 

Social engineering Very 
critical 

No.8,9,10 Unlikely Significant Medium 

 
Table 12. OLYMPUS residual risks 

Consequently, OLYMPUS can offer a certain level of protection in terms of 
privacy by design, however it would be difficult to prevent all this kind of attacks 
in the measure an important role for their prevention lays on the user. Moreover, 
we could add a risk regarding OLYMPUS modus operandi. OLYMPUS aims to 
guarantee user’s privacy not only before the IdP, but also before the SP. 
However, there exist a risk of linkability by traceability of the user who 
authenticates before different SPs. Some ideas to minimise this risk would be the 
implementation of any or some of the safeguards proposed in no.12,13,14. 
  



61 

 
 

 
This project has received funding from the European 

Union’s Horizon 2020 research and innovation 

program under grant agreement No 786725 

 

6.2. Specific safeguards regarding OLYMPUS use cases 
 

6.2.1. Credit file scenario 
 

Regarding risk assessment results, we can conclude that general safeguards we 

have abovementioned apply to this use case. The result would be the following: 

 
Threat Potential 

risk 
Safeguard New 

likelihood 
New 

Impact 
Residual 

 risk 

Unauthorized 
access to 
personal data 

Very 
high 

No.2,3,4,7, 
9,10,11 

Unlikely Significant Negligible 

Information leaks Very 
high 

No.2,3,4,7, 
9,10,11 

Unlikely Significant Negligible 

Profiling Very 
high 

No. 1,2,3,4,7, 
11,12,13,14 

Unlikely Limited Limited 

Financial entities 
coalition 

Medium No.12,13,14 - Limited - 

Discover of user’s 
identity by 
inference and 
linkability 

Very 
high 

No.12,13,14 Unlikely Significant Medium 

 

Table 13. Credit File scenario residual risks 

Besides risks attached to OLYMPUS architecture design, there are risks such as 
the financial entities coalition which are difficult to prevent, however, to limit 
possibilities of linkability will reduce consequences of this risk. Nevertheless, 
more difficult would be to deal with the risk of inference as it will require to ban 
the client to request for financial services to those financial entities with whom 
already has some kind of relationship (e.g. a bank account). 
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6.2.2. Mobile Driver’s License scenario 

Regarding risk assessment results, we can conclude that general safeguards we 

have abovementioned apply to this use case. The result would be the following 

 
Threat Potential 

risk 
Safeguard New 

probability 
New 

Impact 
Residual 

risk 

Unauthorized 
access to personal 
data 

High No. 2,3,4,7, 
9,10,11 

Unlikely Limited Negligible 

Information leaks High No. 2,3,4,7, 
9,10,11 

Unlikely Limited Negligible 

SPs coalition Medium No.12,13,14 - Limited Negligible 
 

Table 14. mDL scenario residual risks 

In conclusion, considering the nature of the data processed as well as the 
introduction of the safeguards proposed, no important residual risks are 
appreciated. 
 
 

CONCLUSION 

 

As a provisional conclusion, we will mention some of the reflections made 

throughout the document. First, it is clear that OLYMPUS improves current IdM 

solutions from the point of view of privacy before the IdP. Indeed, the 

implementation of a technology such as OLYMPUS might remove IdPs power 

over individuals’ activity to give it back to the users. As we stated in section 5.1., 

that’s an improvement in terms of privacy which should be valued in a positive 

way as it challenges traditional surveillance practices. Nevertheless, research 

must continue regarding online scenarios. 

In addition to this improvement, OLYMPUS use cases also enhance data 

minimisation principle contained in the GDPR. In fact, one of the goals of the 

European Data Protection Regulation is to restrain those tendencies of disclosing 

a set of data whether they are necessary or not. Both use cases are focused on 

the idea of disclosing the strictly necessary data for the service provision, at the 

same time they empower the user in the final decision of submitting his data. 

Moreover, mDL offline scenario goes a step further and empowers the user even 

more, as he will made the final decision regarding which specific data he would 

like to submit. This might remind us to the approach given in self-sovereign 

identity, offering a new chance to delegated IdM. 

Nevertheless, OLYMPUS still presents some drawbacks or risks that must be 

adequately treated in order to assure that all OLYMPUS potential for privacy 

protection is achieved. In this respect, we have detected a lack of proportionality 

regarding data storage. We assume that in some cases data processing is 

increased in order to assure agility of the service, however the way risks might 
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raise regarding the possibilities of unauthorized access are excessive. Indeed, a 

number of N IdPs, increase in N possibilities the potential attacks. This also 

affects data confidentiality, as data might not be properly protected before third 

unauthorized parties.  

Furthermore, if the OLYMPUS idea is to develop a “highly resistant” architecture 

before attacks, it can be easily deduced that many of the attacks will then focus 

on the user. In this sense, even if the user is out of the scope, OLYMPUS can still 

introduce some improvements in terms of privacy by design. In the same sense, 

although it is envisaged, it would be recommendable to implement all the possible 

techniques foreseen for avoiding user’s linkability among the SPs. 

Anyway, we want to clarify that OLYMPUS offers a notorious potential for privacy 

protection, improving traditional IdM technologies. Moreover, it already offers 

many safeguards in order to mitigate common risks which might appear during 

identification processes. Thus, we would like to make obvious that even if a 

fundamental part of our role is to detect the negative aspects in order to adopt 

the best possible solution in accordance to the state of the art, OLYMPUS already 

presents an improved protection before identity theft, as well as the most common 

unauthorized accesses which consist on user’s impersonation. 
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ANNEX 1 
 

OLYMPUS, A FIRST STEP IN TECHNOLOGY TOWARDS A 

FULLY OBLIVIOUS IDP? 

 

As we have explained throughout the document, OLYMPUS introduces a partial 

privacy before the IdP by the p-ABC. This privacy is partial because the IdP 

retains control over user’s data stored in its BBDD. In this sense, OLYMPUS goal 

is that the IdP renounces to a partial (but important) portion of the data (i.e. the 

SPs before whom the user authenticates). Nevertheless, the distributed modus 

operandi foreseen for user’s authentication could also be analysed regarding 

data encryption process, hence all the IdPs are required to encrypt and decrypt 

the data (in fact it is one of the safeguards proposed). In that case, privacy before 

the IdP might be total in the measure that user would have the power to allow the 

IdP just to have knowledge of his data when authentication is requested.  

Nevertheless, the success of this possibility would rely on the implementation:  

a) Scenario 1: all the partial IdPs are owned by the same legal entity. This 

scenario will just increase security but not privacy, as the vIdP will be in 

possession of all “tools” for accessing the data. 

 

 

 

 

 

 

Figure 12. Model for OLYMPUS implementation where all the IdPs are owned by a sole legal entity 

 
 

b) Scenario 2: the partial IdPs are owned by different legal entities. In this 

second scenario privacy is maintained in principle before third parties and 

also the IdP, therefore increasing security as well as privacy. However, it 

arises a new risk which is the possibility of creation of partnerships 

between the different legal entities. This will have the same effects for 

individuals’ privacy that those cases where all the IdPs are owned by the 

same legal entity. To mention a possible solution, the IdPs distribution 

could involve public and private entities, so aims pursued by thereof are 

different, avoiding partnerships. 
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Figure 13. Model for OLYMPUS implementation where the IdPs are owned by different legal entities 

 

Hence, regarding this analysis we would obtain the following conclusions: 

 
 

1. All vIdPs are owned by the 
same legal entity 

+Security 
=Privacy 

2. The vIdPs are owned by 
different legal between which 
there is no form of partnership 

 
+Security 
+Privacy 

3. The vIdPs are owned by 
different legal entities and act 
as data processors 

 
 
+Security 
=Privacy 

4. The vIdPs are owned by 
different legal persons 
associated through some form 
of partnership 

 
+Security 
=Privacy 

 

 
Anyway, we are aware that this total privacy cannot be maintained in the 
context of the business model based on data, as there would not exist 
economic profit for the IdPs. However, it is interesting to reflect about the 
possibility from a technical point of view and its consequences in terms of 
privacy, in order to consider the suitability of encouraging a legal or even 
a social change regarding the “supposed free availability” of these 
services. 
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ANNEX 2 
 

OLYMPUS CONSENT FORM 

As we have stated regarding lawfulness of the processing in OLYMPUS, we 
understand that legal basis relies on user’s consent. Nevertheless, as we have 
repeatedly mentioned, this consent must be obtained assuring that user has 
knowledge of the extent and characteristics of the processing. For this reason, 
there is a duty of information which has to cover a minimum content. 

According to the GDPR there’s an obligation of informing the data subject about 
the characteristics, purpose and extent of the processing when requesting his 
consent. In this sense, the GDPR has added a set of additional requirements 
regarding this information which should include in any case: 

o The processing, its purposes and recipients. 
o The mandatory basis of the answer, and its consequences. 
o The possibility of exercise the rights to access, rectification, erasure and 

opposition. 
o The identity and contact details of the data controller. 
o Contact details of the Data Protection Officer (in the event there’s one). 
o Legal basis for the processing, term and criteria for data storage. 
o The forecast of automated decision or profiling activities. 
o Third countries data transfers. 
o Right to present a claim before Supervisory Authorities.  

Furthermore, in those cases data are obtained from a different source to the data 
subject, it must be specified: 

o The origin of the data. 
o The categories of the data. 

 
The information duty is responsibility of the data controller, and this information 
must be provided in the moment data are requested, prior to their collection.30 
Nevertheless, we are going to take as point of departure the registration phase in 
OLYMPUS, hence user creates an account and consent a data processing.31 

There are various possible means to provide the information, however the most 
common is to be provided in the same mean data are requested. In OLYMPUS 
we assume that it will be requested by some kind of web form, and eventually, in 
case of additional processing, through email which might direct or not to a web 
form regarding the specificities of the processing. 

The information must be provided to the interested parties using a clear and 
comprehensible language, in a concise, transparent, intelligible and accessible 
way. 

 

30 Or exceptionally when data are not provided by the data subject in a reasonable term which 
should not exceed a month or in the first communication with the interested party. 

31 Note that as we have referred during the DPIA, allocation of responsibilities depends on 
OLYMPUS implementation and the qualification of the parties involved. 
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The Data Protection Authorities are concerned about the difficulty of providing 
such amount of information in a comprehensible way for the user. For this reason, 
there is a tendency to provide the information in two “layers” or “levels”. 32 

-A first “layer” or “level” containing basic information in a summarized way, 
which is provided in the same moment and through the same mean data 
are being requested. 
-A second “layer” or “level” which will contain a more detailed explanation 
of this information, through a different and more adequate mean for its 
presentation (e.g. a PDF). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
32 Spanish Data Protection Agency: “Guía para el cumplimiento del deber de informar”, versión 
de 2018. 
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First “level” or “layer” 
 

Essential information on data protection 

 

Data controller 
OLYMPUS33 is the controller of your 
personal data. 

+info34 

 

Purposes of the processing 

 

The purposes of the processing are to 
provide identity management services, 
including identification and authentication 
before third parties.35 

+info 

 

Legal basis of the processing 
We only process your data on the basis of 
your valid consent.36Please, note that if 
you do not consent the processing, we 
won’t be able to provide you with this 
service. 

 

Recipients of the data 
Your data will not be transferred to any 
third party. 

+info 

 

Your rights 

You have the right to access to and 
rectification or erasure of your personal 
data, among other rights detailed in 
additional information. 

 

Additional information 
You can likewise consult additional and 
more detailed information about the way 
we process your data in the site: 
http://www.xxxx.com 

 

Do you consent OLYMPUS to process your data? 

 

                  37 

 

 
33 We assume it is OLYMPUS as an example, but it will depend on implementation (e.g. in 
OLYMPUS use cases the entity in charge of the CFP and the IA are data controllers). 

34 Besides including a link to a site or a document with additional information, it would be 
recommendable to include a hyperlink in each section to deploy this second layer regarding each 
section in case the data subject would be interested. 

35 We are assuming this information only refers to registration in OLYMPUS. We are not 
considering any additional operation (such as the one foreseen in CFS) which might request 
additional consent. 

36 Depending on the case, data could also be processed on the basis of the execution of a valid 
contract (e.g. it would be the case of CFS). 

37 Note that affirmative box should never include a predetermined tick. 

Yes, I consent OLYMPUS to process my data. 

No, I do not consent OLYMPUS to process my data. 

http://www.xxxx.com/
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Second “level” or “layer” 

This second layer should contain a more detailed explanation, but still using a 
clear and comprehensible language. In our case, it would be recommendable to 
be included in a website or in a PDF to download by clicking the link and the 
hyperlinks. Let’s assume as example that OLYMPUS is an independent company 
providing IdM services. 

 

OLYMPUS data protection information 

 

Who are we? Our company acts as controller of your personal data. You may 
contact us by the following means: 

  [xxxxx] 

 [xxx@hotmail.com] 

 

Our Data Protection Officer will also attend your doubts and requests. You can 
contact him/her: 

  [xxxxx] 

 [xxx@hotmail.com] 

 

What data we do collect? We do not collect your personal data besides your 
credentials during registration process. In a later stage, we would collect those 
data necessary for identification processes through our services. In that moment, 
we would request you to confirm your consent before data storage.38 

 

How will we use your data? Your data will be used exclusively for your 
identification before third parties. Our service does not process personal data for 
different purposes (e.g. marketing, personal advertising…) to the ones specified 
in this document, except those established in Directive(EU) 2016/680 for the 
prevention, investigation, detection or prosecution of criminal offences or the 
execution of criminal penalties.  Moreover, we use the latest technology which 
makes our company unable to track your activity, keeping whole privacy 
regarding those services you would like to access. 

 

 
38 OLYMPUS has foreseen after registration (or in a later moment in time), a phase of account 
population. In order to avoid an excessive wide consent during registration (as we do not know 
with certainty which data will be processed), we recommend repeating this consent request before 
attributes storage in form of short notice. The same could be foreseen regarding authentication 
process (notices such as “you are going to disclose this information to x” can enhance data 
protection. 
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How do we store your data? Our company securely stores your data at our 
internal databases. Thanks to this new technology we offer a higher level of 
protection for assuring your data privacy, with special attention to the safeguard 
of your identity. Our company will keep your personal data for [x]. Once this time 
period has expired, we will delete your data. We will also delete your data in case 
you withdraw consent. 

 

What are your rights? Our company would like to make sure you are fully aware 
of your data protection rights, which include: 

-Right to access: you have the right to request our company for copies of 
your personal data (e.g. free of charges). 

-Right to rectification: you have the right to request the correction of any 
information you believe it is inaccurate or incomplete. Note that this 
correction or extension will involve the necessary proof of veracity of the 
data before been stored in our database. 

-Right to erasure: you have the right to erase data attached to your 
account. You also have the right to delete your account and data attached 
will also be deleted. 

-Right to restrict the processing: you have the right to request our 
company to restrict the processing of your data under certain conditions. 

-Right to object the processing: you have the right to object our 
company’s processing under certain conditions. 

-Right to data portability: you have the right to transfer your data we 
have collected to another organization, or directly to you under certain 
conditions. 

You can exercise the three first rights by authenticating yourself in OLYMPUS 
and selecting options (for example): 

o “My data” 
o “Modify data” (which should also include data erasure). 
o “Account deletion” 

 
For the exercise of the other three you can send us an email, specifying your 
request to the following direction: xxx@hotmail.com  

We will answer you in the shortest term possible, in any case it would not exceed 
one month. 

You can also address your claims and complaints to the Data Protection 
Authority (it should be specified depending on the country). 

 

 

 

 

 

mailto:xxx@hotmail.com
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ANNEX 3 
 

ACESS OF LAW ENFORCEMENT AUTHORITIES TO OLYMPUS 

PROVIDER 

LEA’s functions must also be considered as another specific end-user of 
OLYMPUS. Indeed, LEA’S goal is to address those forms of cybercrime which 
might take place through OLYMPUS. Therefore, OLYMPUS must keep a proof 
of the processes which take place within the scope of its services.  

The GDPR does not cover the data processing by LEA, but it is regulated in 
Directive (EU) 2016/680 on protection of natural persons with regard to the 
processing of personal data by competent authorities for the purposes of 
prevention, investigation, detection or prosecution of criminal offences or the 
execution of criminal penalties. The European Data Protection Supervisor 
considerations to the draft of the Directive made obvious the need of specific 
rules for data protection in the police and justice sector, while keep consistent 
with general rules. Nevertheless, note that for those aspects out of the scope of 
the Directive, the GDPR applies.  

The Directive introduces important innovations. Indeed, it provides a definition for 
competent authority as:  

a) any public authority competent for the prevention, investigation, 
detection or prosecution of criminal offences or the execution of criminal 
penalties, including the safeguarding against and the prevention of threats 
to public security. 

 b) any other body or entity entrusted by Member State law to exercise 
public authority and public powers for the purposes of the prevention, 
investigation, detection or prosecution of criminal offences or the execution 
of criminal penalties, including the safeguarding against and the 
prevention of threats to public security. 

Moreover, the Directive states the purposes of the processing, constrained to “the 
prevention, investigation, detection or prosecution of criminal offences or the 
execution of criminal penalties, including the safeguarding against and the 
prevention of threats to public security”. Consequently, as stated in art.9, 
“personal data collected by competent authorities for the purposes set out in 
Article 1(1) shall not be processed for purposes other than those set out in Article 
1(1) unless such processing is authorised by Union or Member State law. 

 Where personal data are processed for such other purposes, Regulation (EU) 
2016/679 shall apply unless the processing is carried out in an activity which falls 
outside the scope of Union law.” In the last case, the Member State should 
indicate at least the objectives of the processing, the specific data processed as 
well as the purposes. 

Hence, we can say that the idea was to harmonize European regulations 
regarding data processing for these concrete purposes. More specifically, there 
were two main objectives:  

a) To offer a different regulation for this processing. 
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b) Granting a set of rights to the data subjects (right of access, rectification 
erasure….), already contained in general regulation, but now for this 
particular data processing. 

Besides, the goal was also to guarantee the existence of completely independent 
control authorities (e.g. in Spain it is not the Spanish Data Protection Agency, but 
the General Counsel of the Judiciary), as in the end, oversight authorities, which 
should control activity of intelligence bodies could also turn this function into an 
advantage for developing surveillance practices. 

As we have referred in section 5.1.2 of the DPIA, we can distinguish between two 
types of surveillance regarding the subjects and the purposes thereof. In this 
sense, we have concluded that public surveillance refers to those practices 
developed by public organisms, which involve competent authorities in the sense 
defined in the Directive. Although this surveillance is justified on the basis of the 
defence of public interest or the fight against terrorism and crime, it has been 
discarded when it results in blanket and generalised form of surveillance.39 As 
example of the same (precisely within public databases), we have referred the 
cases of Visa Information System and EURODAC, whose access under weak 
conditions and for different purposes to the ones stated while data collection 
phase, question the lawfulness of these practices.40 

Regarding this issue, we can appreciate the fundamental role of oversight bodies 
over those “intelligent bodies” called to control and review their practices. Hence, 
it is of essential importance that security organisations and oversight bodies and 
mechanisms, demonstrably work within the rule of law with public and democratic 
consent. In addition, direct access should not be equated with full access and it 
is also recommendable to apply data minimization verification mechanisms to 
these bodies.41 

The same idea should apply considering access to private databases, as it might 
be OLYMPUS case. First of all, according to Recital 22 of  theDirective 2016/680 
“the requests for disclosure sent by the public authorities should always be in 
writing, reasoned and occasional and should not concern the entirety of a filing 
system or lead to the interconnection of filing systems.” The processing of 
personal data by those public authorities should comply with the applicable data 
protection rules according to the purposes of the processing.” Hence OLYMPUS 
provider should only grant access to its databases if that request is properly 
made.  

 

39 In that sense Digital Rights and Scherms ECJ judgements. 

40 Tzanou M.: “The EU as an Emerging surveillance society: The Function Creep Case Study and 

Challenges to Privacy Data Protection.” Vienna Online Journal on International Constitutional 

Law,2010, pp. 416-426. 

41 Vieth, K., Wetzling T.: “Data-driven Intelligence Oversight. Recommendations for a System 
Update”. Stiftung Neue Verantwortung. Think Tank at the Intersection of Technology and Society. 
Version of November 2019. 
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Nevertheless, it should be reminded that the ECJ has stated in judgments such 
as Schrems42 or Digital Rights,43 that access not only by private actors, but also 
of public authorities on a blanket and generalised basis to the content of 
communications, affects the very essence of the right to privacy. According to this 
vision, the OLYMPUS provider cannot set up a general surveillance system for 
all users in order to give access to LEA to all user’s data, but it is obliged to reveal 
them in the context of a concrete inquiry.  

OLYMPUS goal of providing oblivious authentication might involve some 
problems regarding LEA’s accountabilities. Nevertheless, until the moment it has 
exclusively been reached for offline setting, which address the burden of the proof 
to user’s side. In principle, for online setting, it is envisaged the existence of a 
secure vault for the storage of logs which reflect users’ transaction.  

In any case, access to personal data by public authorities implies a restriction of 
this fundamental right and consequently its scope should be interpreted 
restrictively. For this reason, information should only be retrieved on READ-ONLY 
basis, and all the request will be logged to keep the full history of investigation 
events, as it is envisaged in article 6 of the Directive. Furthermore, OLYMPUS 
provider might be called to testify in investigations. 

As additional guarantee, OLYMPUS interface should inform LEA that the 
information cannot be processed for purposes incompatibles with those of 
prevention, investigation, detection or prosecution of criminal offences. Equally, 
when singing up in OLYMPUS, users should be informed about the possibility of 
this data processing by the competent authorities for the referred tasks. 

Finally, the request has to be made by the competent authority in the Member 
State where OLYMPUS provider is stablished, and this demand must respect the 
general conditions imposed by the national regulation. As the EU legal framework 
has not established a general obligation regardless the nationality of the authority, 
the general ways as of judicial and police cooperation should be used in this case. 
Regarding communications, the Europol’s Secure Information Exchange Network 
Application (SIENA) should therefore be Member’s States’ channel of first choice 
for law enforcement information sharing across the EU since it allows them to 
exchange information in a swift, secure and user-friendly way with each other, 
with Europol, or with third parties.44 

 

 

 

 

 
42 Judgment of the Court (Grand Chamber) of 6 October 2015. Maximillian Schrems v Data 
Protection Commissioner. Request for a preliminary ruling from the High Court (Ireland). 
ECLI:EU:C:2015: 650. 

43 Judgment of the European Court of Justice (Grand Chamber), 8 April 2014. Digital Rights 
Ireland Ltd v Minister for Communications, Marine and Natural Resources and Others and 
Kärntner Landesregierung and Others. Requests for a preliminary ruling from the High Court 
(Ireland) and the Verfassungsgerichtshof. ECLI:EU:C: 2014:238 

44 Communication from the Commission to THE European Parliament and the CPUNCIL: 
Stronger and Smarter Information Systems for Borders and Security (COM (2016) 205 final), p.6 


